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In defining artificial intelligence, Wang (2019) stresses that the fundamental design principle that separates

machines from human minds is that “a program is traditionally designed to do something in a predetermined

correct way, while the mind is constructed to do its best using whatever it has” (Wang, 2019, p.16). In the

context of the Turing Test (Turing, 1950) and the original search for human intelligence, this “correctness

criterion” is usually considered to apply to human behavior, so that machines could be said to be designed

so as to follow a norm. This concept of “norm” here is to be understood as a “norm of humanness”, where

to behave “correctly” for a machine means to behave “humanly”; to satisfy a set of constraints that would

make its behavior indistinguishable from that of another human. My question, then, is the following: does

that assumption still holds today with modern artificial intelligence systems such as ChatGPT (Ouyang et al.,

2022)? That is, is it enough for such models to equate correct behavior with human behavior? I will argue no.

In this conference, I propose to argue that the practical applications under which modern artificial intelligence

systems are put to use have diverted us from the original goal of modeling human intelligence. As far as modern

artificial intelligence is concerned indeed, human intelligence is just not enough: machines need to be smart.

My contribution relies on a fundamental distinction between (human) intelligence and smartness. Following

the original conception of (Turing, 1950), I argue that “intelligence” is a human faculty ; an ability to “think”

that one possesses by virtue of being human (see Shieber, 2004, footnote 2, p.6). “Smartness”, on the other

hand, is a normative ideal ; a specification of how human beings ought to behave rather than how they do

behave in practice. My argument, then, is that human intelligence is fundamentally different from smartness,

for human beings “make mistakes”: they always deviate from whichever normative ideal of smartness they

live by one way or another. To illustrate my argument, I propose to consider the example of spelling which I

treat as a prototypical case of a normative ideal on (linguistic) behavior that members of a particular linguistic

community ought to abide to but never quite manage to in practice. Even the best speller, I would argue, is

bound to violate the norms of spelling and “make mistakes” at some point. I put that argument into perspective

with Turing’s original answer to the “Arguments from Various Disabilities”—telling us precisely that machines

would have to make deliberate mistakes so as to appear humans (Turing, 1950, pp.447–449)—and turn to reports

of practical Turing Tests in (British) English which have shown specifically that human judges rely on spelling

mistakes made by human participants to distinguish them from machines (see Warwick & Shah, 2016, p.1001).

I conclude that we must come to term with the idea that researching intelligence and smartness are just two

different and potentially irreconcilable scientific endeavors, and that there are no reasons for us to expect “smart

machines” such as ChatGPT to get us any closer to a proper understanding of human intelligence. After decades
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of experiencing machines that were just “too bad” to be human, my intuition indeed is that we are progressively

shifting to a situation where machines will just prove “too good” to be human this time, but in any case equally

unable to pass the Turing Test and/or to display any form of human intelligence. Moreover, at a time where

“government funding is being eclipsed by consumer markets” (Church, 2018, p.1) and where the priorities of the

field of artificial intelligence research are becoming more and more dictated by industrial needs (Ahmed et al.,

2023), we must ask ourselves whether there is really any money to be made by those industries—or power to be

gained—by building systems that “make mistakes” and deviate from whichever normative ideal of smartness

they are being put to use. Why would one deliberately create a language model that makes spelling mistakes

indeed, especially if they can actually avoid it?

I then propose to open up the discussion by returning to Turing’s original answer to the “Arguments from

Various Disabilities” in order to argue that a proper understanding of human intelligence requires a proper

understanding of human subjectivity, that is, of what distinguishes a human from a non-human deviation from

the normative ideal of smartness. In other words, I argue that, to properly understand what human intelligence

is actually made of, we need to understand precisely why we “make mistakes” in the first place, and what

distinguishes a human “mistake” from a non-human “mistake”.
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