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Abstract

Do we really understand each other when we speak, sign, or use language in general?
This (computational) linguistics thesis begins with a fundamental consideration: we, as
individuals, are all singular beings who always make sense of language and the world
around us through the privacy of our own minds and the potential idiosyncrasy of our
mental content. From there on it asks: how could we possibly understand one another
given the singularity and potential incommensurability of our respective subjectivities? It
then makes three contributions. First, it argues that mutual understanding is actually a
presupposition in our theories of language and communication—an assumption that we take
from granted rather than one that unfolds naturally from careful empirical observation.
Second, it introduces Subjective Coordination Theory—a new proposal for a theory of
communication that does not rest on the presupposition of mutual understanding and,
as such, dispenses itself from having to posit the existence of shared meaning, shared
language and objective communication success in general. Last, it contrasts the concept
of subjectivity with that of normality so as to better make sense of language models
and the field of artificial intelligence at large. This last contribution itself is threefold.
First, it argues that language models such as ChatGPT are the product of a particular
epistemology called the epistemology of normalism which corresponds to a major shift
in the philosophy of science in the nineteenth century made possible by the emergence
of statistics. Second, it introduces normal language—the ontology of language behind
language models (i.e. what it is that language models are actually models of )—and explains
why if language models speak normal language nobody actually speaks normal language
in practice. Last, it distinguishes intelligence from smartness to explain precisely why
language models such as ChatGPT cannot be expected to ever pass the Turing test. Such
models model ideal human behavior—ideally error-free—while passing the Turing test
specifically requires machines to demonstrate real human behavior that deviates from this
normative ideal of human behavior. In practice indeed, real people “make mistakes”—they
always deviate from whichever normative ideal they live by—and that is also precisely
what makes them human. It concludes that such models are therefore models of artificial
smartness rather than artificial intelligence per se and that subjectivity, then characterized
as the intrinsic and singular deviation from the norm of our respective individualities, can
be understood as yet another fundamental expression of our humanity.
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Résumé

Se comprend-on vraiment lorsqu’on parle, signe, ou utilise le langage de manière générale ?
Cette thèse de linguistique (computationnelle) débute par une considération fondamentale :
en tant qu’individus, nous sommes toutes et tous des êtres singuliers, qui faisons sens du
langage et du monde autour de nous dans la confidentialité de nos esprits et à travers les
particularités de nos espaces mentaux. Dès lors, elle s’interroge : comment pourrions-nous
nous comprendre étant donné la singularité et l’incommensurabilité potentielle de nos sub-
jectivités respectives ? Elle propose ensuite trois contributions. Premièrement, elle défend
l’idée que la compréhension mutuelle est en réalité un présupposé de nos théories du lan-
gage et de la communication ; une considération que l’on prend pour acquise plutôt qu’un
énoncé qui découle naturellement d’une étude empirique minutieuse. Deuxièmement, elle
présente la théorie de la coordination subjective ; une nouvelle théorie du langage et de la
communication ne reposant plus sur le présupposé de la compréhension mutuelle et qui,
à ce titre, se dispense de la nécessité de postuler l’existence de sens partagé, de langue
partagée, ou même d’une caractérisation objective du succès de la communication. Enfin,
elle contraste le concept de subjectivité avec celui de normalité afin de mieux saisir le fonc-
tionnement des modèles de langue et du domaine de l’intelligence artificielle au sens large.
Cette contribution est elle-même triple. Premièrement, elle défend l’idée que les modèles
de langue tels que ChatGPT sont le produit d’une épistémologie particulière qu’elle appelle
l’épistémologie du normalisme et qui correspond à un changement de paradigme majeur
au sein de la philosophie des sciences du XIXème siècle rendu possible par l’emergence des
statistiques. Deuxièmement, elle présente l’ontologie du langage derrière les modèles de
langue (i.e., de quoi ces modèles de langue sont en fait les modèles) qu’elle appelle lan-
gage normal, et explique pourquoi les modèles de langue parlent le langage normal alors
que personne ne parle le langage normal en pratique. Enfin, elle distingue le concept
d’intelligence de celui de smartness afin d’expliquer précisément pourquoi on ne peut at-
tendre des modèles de langue tels que ChatGPT qu’ils puissent un jour passer le test de
Turing. Elle soutient en effet que ces modèles modélisent un comportement humain idéal,
idéalement sans erreur, tandis que le test de Turing demande précisément aux machines de
pouvoir faire montre d’un comportement humain réel qui dévie toujours irrémédiablement
de l’idéal normatif qui le sous-tend. Dans la pratique en effet, les êtres humains font tou-
jours des erreurs, et c’est d’ailleurs précisément ce qui les rend humains. Elle conclue donc
que ces modèles constituent des modèles de smartness artificielle plutôt que d’intelligence
artificielle au sens propre (de Turing) et que la subjectivité, dès lors comprise comme la
déviation intrinsèque de nos individualités respectives par rapport à la norme, peut être
interprétée comme une des expressions fondamentales de notre humanité.
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Introduction

This thesis actually started as a computational linguistics thesis. Like any “regular” compu-
tational linguistics thesis, it would begin with a task—a particular “problem” the machine
would have to solve—paired with an evaluation—a quantitative process by means of which
machine performance on the task at hand would be assigned a particular score. My goal
would then be to design new computational models so as to improve those scores in compar-
ison to the state-of-the-art (Sparck Jones & Galliers, 1995; Paroubek et al., 2007; Church,
2017, 2018; Church & Hestness, 2019).

For me, that task was lexical similarity (Rubenstein & Goodenough, 1965; Miller &
Charles, 1991; Bruni et al., 2014; Hill et al., 2015; Gerz et al., 2016). My specific goal
was to create computational models of word meaning that would align best with human
judgment—considering, for instance, that cat is more similar to dog than to sofa. To
do so, I relied on distributional semantic models (Lenci, 2018; Lenci et al., 2022) which
operationalize the distributional hypothesis of Harris (1954) and Firth (1957/1962) telling
us that “difference of meaning correlates with difference of [context] distribution” (Harris,
1954, p.156) and that “you shall know a word by the company it keeps” (Firth, 1957/1962,
p.11).1 Its basic idea is that a correlation exists between distributional and semantic
similarity, so that the former can be used to estimate the latter (Sahlgren, 2008, p.34).
Concretely, distributional semantic models generate vector representations of lexical items
by aggregating (e.g. Turney & Pantel, 2010) or predicting (e.g. Mikolov et al., 2013) co-
occurrence patterns of word collocates from corpus data. Their geometric structure then
makes it possible to compute distances between vectors and output measures of semantic
similarity between their corresponding lexical items—the “closer” two lexical vectors are,
the more “similar” the meaning of the words they model should be.

Rapidly though, this task started bugging me. How could we possibly compute the

1An idea that is often paraphrased as “words which are similar in meaning occur in similar con-
texts” (Rubenstein & Goodenough, 1965, p.627) or as “words that occur in the same contexts tend to have
similar meanings” (Pantel, 2005, p.126).
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Introduction

“absolute” similarity between words as if it was some sort of “objective” matter, as if words
were always intrinsically similar or dissimilar, or as if words themselves always had a single,
clear, context-independent and speaker-independent meaning, when everything about my
experience of language actually suggested otherwise? The field of computational linguistics
is aware of this tension, of course—which only made my frustration grow stronger. Faruqui
et al. (2016, p.31), for instance, call the very notion of lexical similarity “subjective” while
Batchkarov et al. (2016, p.8) tell us that “[w]ords are [. . .] not inherently similar or dissim-
ilar”. Harris (1954, p.152) himself—the “father” of distributional semantics—argues that
“[w]e cannot say that each morpheme or word has a single or central meaning, or even that
it has a continuous or coherent range of meanings”. Confronted with those contradictions,
I thus felt the need to get back to basics so as to better understand what I was actually
doing. This manuscript is an account of this intellectual journey.

Getting back to basics meant for me starting from very general questions—what is
language? What is its purpose? Its function?—as the underlying assumptions of com-
putational linguistics always seemed to bring me back to the communicative function of
language one way or another. What I soon found out, however, was that this communica-
tive function of language was far from being universally endorsed by the literature (e.g.
Chomsky, 2016). This observation gave rise to the fundamental opposition that you find in
the title of this thesis: language against communication. This was the opposition I needed
to start from, and ultimately overcome. Yet, while for most of the literature the opposition
usually boils down to the question of the proper characterization of the notion of “func-
tion”—and to that, more specifically, of whether language could be said to have evolved
for the purpose of communication (e.g. Origgi & Sperber, 2000; Reboul, 2017)—for me
it meant something different. It meant having to question the characterization of “com-
munication” as the mechanism by means of which we can convey our thoughts to others,
and the characterization of “language” as the pairing of sound (or sign) with (objective)
meaning.

My problem was this: how could we possibly understand one another in communication
given that we always made sense of language and the world around us through the privacy
of our own minds and the potential idiosyncrasy of our mental content? How could we
objectivize a shared language with shared meaning when everything about my experience
of language and meaning suggested that those were but a matter of subjectivity ; that
we could always use language in our own ways, hold different beliefs and attach different
concepts to the same words, and ultimately ascribe different meanings to the same linguistic
expressions? To me, objectivizing language and meaning always seemed to imply having
to marginalize subjectivity one way or another—either by saying that it did not exist (that
our singularities were not so significant after all) or that it did not really matter (that
mutual understanding could proceed regardless)—and I just couldn’t bring myself to it.
I couldn’t bring myself to it as it always seemed to create irreconcilable tensions with
my own experience of language and communication. I wanted to reconcile theory with
experience—with my experience, at least—so I decided to reconstruct a theory of language
and communication starting from my subjectivity and with the clear intention to design
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a theory that would no longer function despite or even against subjectivity but around it
this time. There, I had my research question:

How can we construct a theory of language, communication and human be-
ing in general, that does not marginalize subjectivity and the singularity of
individuals?

This thesis is a contribution towards this goal.
Its contribution is threefold. Chapter 1 argues that mutual understanding is a pre-

supposition in our standard theories of language and communication—an assumption that
we take from granted rather than one that unfolds naturally from careful empirical ob-
servation. Chapter 2 introduces Subjective Coordination Theory: my proposal for a psy-
chological theory of communication that does not rest on the presupposition of mutual
understanding and formalizes communication as the subjective (rather than objective, or
even intersubjective) coordination of minds. Chapter 3 proposes to approach subjectiv-
ity as our intrinsic and singular deviation from the norm at the individual level, and as
what makes us all fundamentally human in comparison to machines which, themselves, are
always designed to strictly follow the normative ideal of human behavior we live by.

Before I turn to the contribution of each chapter in more details, let me clarify a bit
more what I mean by “subjectivity”. As you will have understood, I use the term more or
less synonymously with “singularity” or “individual variability”. Psychologically speaking, I
use subjectivity to refer to the privacy of the mind and the potential idiosyncrasy of mental
content—which does not necessarily imply any form of consciousness or self-awareness of
the “subject” whatsoever. Biologically speaking, I use subjectivity to refer to the singu-
larity of a living organism in general, both at the genetic level and the phenotypic level.
Sociologically speaking, I use subjectivity to refer to the singularity of social experience,
and to the fact that we, as individuals, always characterize singular intersections of other-
wise shared collective experiences. Developmentally speaking, I use subjectivity to refer to
the singularity of our environments and environmental experiences. And phenomenologi-
cally speaking, I use subjectivity to refer to the fact that we, as individuals, always make
sense of language and the world around us in our own ways, within the privacy of our own
minds and the singularity of our respective background experiences.

Coming to terms with the idea that mutual understanding constitutes a presupposition
in our standard theories of language and communication has not been an easy task, which
is precisely why I dedicate Chapter 1 to the detailing of that thought process. I will tell the
story as it unfolded for me, introducing questions and arguments as they came to me as I
went along. I will start from the question of the communicative function of language, and
more specifically from the controversy surrounding the problem posed by ambiguity for
communicative efficiency. I will deconstruct the argument of the communicative efficiency
of language and show that it presupposes communicative effectiveness and through it, the
possibility of mutual understanding. I will then question the very possibility of mutual un-
derstanding in light of the challenge posed by subjectivity, which will allow me to conclude
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that it actually constitutes an “axiom” in our theory of language and communication, and
an axiom that could and should be changed.

Crucial to the understanding of my contribution in this thesis is that it does not try
and settle on the question of whether we understand one another in communication but
rather asks why we need to posit that we can do so within our theories of language and
communication. Crucial to the understanding of my concept of “mutual understanding”
then is that it is not restricted to the strict identicity of interpretations (or messages)
across interlocutors but that it encompasses the relative similarity (or partial overlap) be-
tween those interpretations as well. What characterizes mutual understanding throughout
this thesis indeed is that it formalizes communication success in objective (and normative)
terms—and thus fundamentally requires us to compare interpretations across interlocutors
to assess communication success. In Subjective Coordination Theory, however, interpre-
tations need not be compared across interlocutors as there are no “correct” or “incorrect”
interpretations—and no “more” or “less” correct interpretation either. This does not mean
that we can no longer talk about communication success, however, but only that “success”
is now framed in purely subjective (and non-normative) terms—and more specifically, as
the ability for an interpreter to find or construct an interpretation of a communicated
signal compatible with the potential singularity of their respective conceptual space.

Now, it is one thing to argue that a certain proposition constitutes an “axiom” in a
given theory, and yet another to argue that it should be changed. So why should we
abandon the presupposition of mutual understanding? My goal in Chapter 2 will be to
show that doing so can lead to simpler (if not better) theories of language and communica-
tion—“better” to the extent that they can prove equally capable of accounting for some of
our crucial intuitions about language and communication but can do so in “simpler” terms
insofar as they no longer have to compensate (through various theoretical mechanisms)
for the problems posed by the marginalization of subjectivity. Doing so, however, requires
understanding first what it is that our intuitions of communication success are supposed
to be intuitions of if they are not intuitions of mutual understanding, which is why I will
begin by arguing that our intuitions of communication success are actually intuitions of
the smoothness of our communicative interactions—that is, of how “easy” or “difficult” it
is for us to make sense of one another and of our respective communicated signals. I will
then try and demonstrate the explanatory power of Subjective Coordination Theory for
what I call the virtuous circle of communication—the intuition we have that the more
we communicate with one another, the smoother our communicative interactions become.
I will do this with what I know best: computational simulations, but with no claim at
cognitive plausibility whatsoever and with the sole intention to use them to demonstrate
the absence of a specific (theoretical) necessity. In other words, I will not use those com-
putational simulations to demonstrate what is but only to illustrate what could be. In
effect, my purpose will be to show that the presupposition of mutual understanding is not
necessary to account for the virtuous circle of communication and that this can be clearly
illustrated by a computational implementation of Subjective Coordination Theory model-
ing the dynamics of our communicative interactions. I will then conclude this chapter by
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returning to the question of the function of language and discuss the potential contribution
of Subjective Coordination Theory for the field of evolutionary linguistics at large.

In Chapter 3, I will return to the question of artificial intelligence with which I originally
started this PhD to contrast the concept of subjectivity with that of normality. My main
contribution in this chapter will be to argue that language models are the product of a
particular epistemology which I call the epistemology of normalism and which corresponds
to a major shift in the philosophy of science in the nineteenth century made possible by the
emergence of statistics—a shift which, according to Hacking (1990), replaced the study of
“human nature” with that of “normal people”. Since it is difficult to write a contribution to
the field of artificial intelligence in 2023/2024 without addressing the giant elephant in the
room that is ChatGPT, I will begin with a case study of that model which I will characterize
as a smart model of normal language—in short: a model of how people ought to behave
rather than how they do behave in practice. I will argue that computational models
such as ChatGPT model a normative ideal of correct and exceptional human behavior
that no real human actually abides to in practice. In practice indeed, real people make
mistakes—they always deviate from the normative ideal of correct and exceptional human
behavior they live by—and that is also precisely what makes them human. This explains
why, upon detailing the ontology of normal language on which they rest, I will argue that
language models speak normal language and yet nobody speaks normal language and why,
upon considering their ability to constitute true models of artificial intelligence in the sense
of (Turing, 1950), I will argue that such models are unlikely to ever pass the Turing test
as the Turing test specifically requires machines to make mistakes and to deviate from
the normative ideal of correct and exceptional human behavior those models are usually
designed to follow. I will conclude that such models are actually models of what I call
artificial smartness rather than artificial intelligence per se.

This last chapter will highlight a certain number of critical considerations. First, that
normal language largely predates language models, as it is indeed the very same ontology
of language that we find behind public dictionaries which, as such, can be characterized
as the “theoretical ancestors” of language models. Second, that Turing’s conception of
intelligence remains fundamentally at odds with our every use of the term (or with that
of most of the psychological and cognitive science literature for that matter) as for Turing
indeed intelligence is not something one can have more or less of but a fundamental ability
that one possesses by virtue of being human. Last, but not least, that our practice of
building artificial minds is almost systematically driven by a certain “reflex” to align what
is correct for machines with what is correct for humans—and yet, this is precisely what the
Turing test is asking us not to do. All such considerations emphasize what remains, first
and foremost, the main contribution of this thesis: a critical reflection of my own praxis
as a computer scientist and a computational linguist.

5





Chapter

1
Language for communication

1.1 Summary

In this chapter, I propose to tackle the question of the communicative function of language
by approaching it through the problem of ambiguity. I first define communication as the
process by which two or more interlocutors exchange messages through a potentially noisy
channel by converting them to transmitted signals by means of a shared code (§1.2.1). I
then introduce two opposing views regarding the role played by ambiguity in the com-
municative function of language: one which argues that ambiguity makes language an
unoptimized communication system; and the other which argues, on the contrary, that
ambiguity makes language an efficient communication system (§1.2.2).

I contribute to this discussion by distinguishing ambiguity from ambiguous system in
order to show that the presence of ambiguity alone amongst the features of communicated
signals does not suffice to make language an ambiguous system as a whole (§1.3.1). I then
argue that linguistic ambiguity constitutes an artificial problem from the point of view of
communication, in that it always corresponds to artificial cases which arbitrary divorce
otherwise unambiguous communicated signals from their communicative context for the
needs of linguistic inquiry (§1.3.2). I conclude that language is not an ambiguous system
in the “strict” sense, in that ambiguity never prevents the interpretation of at least one
message by the interpreter(s), but that the crucial question is whether this interpreted
message actually corresponds to the original message encoded by the speaker—and so
whether language is, in fact, an effective communication system in the first place (§1.3.3).

I argue that the structural underdetermination of communicated messages constitutes
a major obstacle to the effectiveness of communication, for it implies that every communi-
cated signal always leaves open a multiplicity of options as to how it should be interpreted in
practice (§1.4.1). I detail how the subjective nature of the interpretation process definitely
challenges the systematic effectiveness of linguistic communication, insofar as interlocutors
always make sense of each other’s utterances in their own private and potentially idiosyn-
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cratic mental spaces (§1.4.2). I distinguish the notion of mutual understanding from that of
communicative effectiveness and show that mutual understanding proves neither necessary
nor sufficient to attest of communicative effectiveness (§1.4.3).

I go on to detail how that notion of mutual understanding actually constitutes a pre-
supposition in standard theories of communication, that is, an assumption that is taken for
granted rather than one that unfolds naturally from careful empirical observation (§1.5.1).
From this presupposition of mutual understanding derives what I call the assumption of
shared meaning which requires that we do share meaning in order to understand one an-
other in communication (§1.5.2). I argue that those assumptions are unwarranted, and
conclude on the perspective offered by getting rid of the presupposition of mutual under-
standing, that would see us approach communication as a subjective—rather than objec-
tive—coordination of minds (§1.5.3).

1.2 Communication and the problem of ambiguity

1.2.1 The code model of communication

The most straightforward way to approach communication is probably to start from the
code model of Shannon & Weaver (1949/1964), since its conceptual underpinning—namely,
that communication consists in the exchange of messages converted to transmitted signals
by means of a shared code between interlocutors—is what grounds most theories of com-
munication from Aristotle to modern semiotics (see Sperber & Wilson, 1986/1995, §1.1 for
a detailed version of this argument).

The code model intends to provide a very general theory of communication—as attested
notably by the change of title from “A mathematical theory of communication” in the
original (Shannon, 1948) paper to “The mathematical theory of communication” in the
later (Shannon & Weaver, 1949/1964) book. Under its most general characterization,
communication is there defined as the set of procedures by means of which one “mechanism”
affects another—and thus as something potentially not limited to verbal or even biological
forms. In the context of human communication, however, the definition is slightly more
restrictive: the mechanism in question is “the mind”, although communication—covering
“all human behavior”—should apply equally well to music, painting, theatre, or ballet than
to speech or text (see Shannon & Weaver, 1949/1964, p.3).

Figure 1.1 reproduces the original diagram illustrating the functioning of communi-
cation under the code model (see Shannon & Weaver, 1949/1964, p.7). A transmitter
converts a given message (chosen from an information source) to a signal sent to a receiver
through a potentially noisy channel (think of noise as interference in a radio channel, for
instance). The receiver then converts the received signal back into a message and hands it
over to its destination. In the particular case of verbal communication, for instance, each
component can be interpreted as follows:

When I talk to you, my brain is the information source, yours the destination;
my vocal system is the transmitter, and your ear and the associated eighth
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nerve is the receiver.

Shannon & Weaver (1949/1964, p.7)

Figure 1.1: The original communication diagram under the code model of Shannon &
Weaver (1949/1964).

Crucial to the understanding of the code model then is the notion of “information”:
communication is initiated by choosing a particular message from an information source
and the notion of information serves to quantify the range of possibilities in choosing a
particular message in a given situation. In that sense, the technical notion of Shannon
information is to be distinguished from the more everyday sense of the word “information”,
notably in that it is not the messages themselves that carry Shannon information but the
overall probability distribution over those messages:

Note that it is misleading (although often convenient) to say that one or the
other message conveys unit information. The concept of information applies
not to the individual messages (as the concept of meaning would), but rather to
the situation as a whole, the unit information indicating that in this situation
one has an amount of freedom of choice, in selecting a message, which it is
convenient to regard as a standard or unit amount.

Shannon & Weaver (1949/1964, p.9)

The general idea behind this notion of Shannon information is that the less you can predict
which message will be chosen next by a given information source, the more informative
that source will be.2

Be that as it may, the code model is more often than not used simply as a metaphor—which
Reddy (1979/1993) calls the “conduit” or “containment” metaphor—and so as model of in-
formation transfer in the more plain sense of the term. As far as linguistic communication

2Throughout this chapter, I will use the word information to refer to the everyday sense of the term
and Shannon information to refer to the technical sense of the term as per Shannon & Weaver (1949/1964).
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is concerned, the overall intuition is that language provides the means by which human
beings can convey their thoughts to others—an idea which we find explicitly spelled out
in (Locke, 1690/2004, especially book III, ch.1 and ch.2), for instance:

Besides articulate sounds therefore, it was further necessary, that he [human
being] should be able to use these sounds, as signs of internal conceptions; and
to make them stand as marks for the ideas within his own mind, whereby they
might be made known to others, and the thoughts of men’s minds be conveyed
from one to another.

Locke (1690/2004, Book III, ch.1 §2)

Human linguistic communication can thus be understood as a specific type of interaction
taking place between at least two interlocutors—a speaker and an interpreter—who encode
and decode messages transmitted through a potentially noisy channel (Figure 1.2).3 The

ENCODER CHANNEL DECODER

NOISE
SOURCE

ENCODED
MESSAGE TRANSMITTED

SIGNAL
RECEIVED
SIGNAL

DECODED
MESSAGE

NOISE
SPEAKER/SIGNER INTERPRETER

Figure 1.2: Linguistic communication as the encoding and decoding of messages.

notion of “code” can then be given a more precise characterization (Definition 1).

Definition 1 (Code)
A code is a bidirectional mapping between signals and messages that is shared
by all interacting parties.

Communication thus proceeds by duplicating a message (or “thought”) from the mind
of a speaker into the mind of an interpreter. Messages are fundamentally private, however,
since they are speaker-internal and so not straightforwardly accessible to others. Only
signals are public. Moreover, since the code is purportedly shared by all communicating
parties, noise becomes the only possible source of misunderstanding or miscommunication.
In the absence of noise, the message decoded by the interpreter should be identical to
the one encoded by the speaker. In other words: communication success implies mutual
understanding, characterized here as the identicity of (encoded and decoded) messages.

3Throughout this thesis, I will employ the term “speaker” to remain consistent with past literature—and
notably with Grice (1989) and his notion of “speaker meaning”—but note that most of my considerations
apply equally well to sign language and so to both speakers and signers alike.
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1.2.2 Ambiguity against the communicative function of language

Over the past few years, the debate surrounding the communicative function of language
has crystallized notably around the question of ambiguity. On one side, we find the idea that
ambiguity is part of the numerous features that make language a rather poor instrument
of communication:

It is well known that language is in many ways “poorly designed” for com-
municative efficiency: apart from such ubiquitous phenomena as ambiguity,
garden paths, and so on, one core property of languages—recursive embedding
with nested dependencies—leads to exponential memory growth and therefore
has to be avoided in language use [. . .]

Chomsky (2008, p.136)

The argument seems plain indeed, for:

If you want to make sure that we never misunderstand one another, for that
purpose language is not well designed, because you have such properties as
ambiguity.

Chomsky (2002, p.107)

On the other side, we find the idea that ambiguity is not necessarily detrimental to linguistic
communication, and that it can even prove beneficial to it (e.g. Piantadosi et al., 2012;
Santana, 2014; O’Connor, 2015; Mühlenbernd, 2021). Piantadosi et al. (2012) for instance,
specifically target the argument from Chomsky (2002, 2008) above in telling us that:

We argue, contrary to the Chomskyan view, that ambiguity is in fact a de-
sirable property of communication systems, precisely because it allows for a
communication system which is “short and simple.”

Piantadosi et al. (2012, p.281)

Piantadosi et al.’s (2012) argument remains fundamentally rooted in functionalism, a
view which Bates et al. (1991) define as follows:

Functionalism can be defined as the belief that, the forms of natural languages
are created, governed, constrained, acquired and used in the service of com-
municative functions. So defined, functionalism is the natural alternative to
theories of language that postulate a strict separation between structure and
function, and/or theories that attempt to describe and explain structural facts
sui generis, without reference to the constraints on form that are imposed by
the goals of communication and the capabilities and limitations of human in-
formation processing.

Bates et al. (1991, p.134)
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But it actually extends further: it claims not only that language is structured by and for
communication, but also, and more importantly, that it is structured for efficient commu-
nication (see Gibson et al., 2019; Levshina, 2022, for a recent overview of the argument).
The notion of efficiency here mobilized involves the minimization of a “cost-to-benefit ra-
tio” (Levshina, 2022, p.3). The idea is that communication between interlocutors can be
considered efficient insofar as it proves effective—that is, successful—all the while requiring
minimal processing effort from all communicating parties (Gibson et al., 2019, p.391).

Ambiguity can then be interpreted within this functionalist framework as arising from
speakers and interpreters’ competing interests—interests which prove to be fundamentally
at odds during communication, as Zipf (1949) originally argued. From the perspective of
speakers indeed, costless communication implies a maximally ambiguous language, where
every possible message can be expressed with just one signal—the same for every message.
From the perspective of interpreters, however, costless communication implies a minimally
ambiguous language, where each signal maps to a different message.4 Thus, according to
Zipf, if both speakers and interpreters abide to a “principle of least effort” commanding
them to minimize their respective processing efforts during communication, they should
naturally make language converge to an intermediate level of ambiguity.5 Which is precisely
why, Zipf tells us:

[W]e may expect that at least some words must have multiple meanings.

Zipf (1949, p.27)

Yet, the thing is that we do not just go around using language in communication by
uttering words in isolation. So if it is fair to say that a verb such as run in English is
ambiguous “in absolute terms”, that is, out of context—between, e.g., “run a company”
and “run a marathon”—the fact of the matter is that in natural conversation, we are much
more likely to communicate utterances such as “Camille now runs a company specialized
in woodcraft” or “Camille will run the Paris marathon next month” rather than “run”
plain and simple.6 Two utterances which, as you will note, provide important contextual
information that makes it possible to disambiguate the meaning of run in each case.

Now of course, there is more to ambiguity than just lexical ambiguity, but the general
point still stands: should we really consider linguistic ambiguity to pose a problem for
communication if communicated signals are never, in fact, ambiguous in the first place?
Can we really separate the parts from the whole and argue that linguistic signals are at
least partly ambiguous even when communicated signals are never actually processed in
part but always in full, with all the surrounding communicative context? In other words:
does the presence of linguistic ambiguity alone suffice to make language an ambiguous
communication system?

4A version of this argument is present in (Piantadosi et al., 2012, p.281) which relies on (Zipf, 1949,
notably chapter 2 and pp.20–22).

5See also (Trott & Bergen, 2022) for a more recent version of this argument.
6Outside of the imperative “run!” form of course, which is unambiguous anyway.
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1.3 Ambiguity against communication: an artificial problem?

1.3.1 Ambiguity against ambiguous systems

Let me take a concrete example to illustrate the distinction I wish to make between ambi-
guity and ambiguous system. Consider the system of road signs or traffic signs. The French
version—to pick here the variant I am probably most familiar with—is in a certain sense
compositional: the shape of the road sign appears to make a near-systematic contribution
to the overall semantics of the sign (see Figure 1.3).7 Indeed:

• the rectangular shape of the sign signals an indication or a recommendation: in
the case of Figure 1.3a, it advises you to ride your bike on the dedicated cycling
road—though it does not compel you to do so;

• the circular shape of the sign signals an obligation: in the case of Figure 1.3b, it
commands you to ride your bike on the dedicated cycling road; and

• the triangular shape of the sign signals a warning : in the case of Figure 1.3c, it
recommends you to watch out for potential surrounding cyclists.

(a) Recommendation (b) Obligation (c) Warning

Figure 1.3: Semantics of the shape feature in French road signs.

Yet, that shape feature is also somewhat ambiguous, for it can be found in road signs
signaling an obligation (Figure 1.4a) or an interdiction (Figure 1.4b). In Figure 1.4a

(a) Obligation (b) Interdiction

Figure 1.4: Ambiguity of the shape feature in French road signs.

indeed, the road sign commands you to ride your bike on the dedicated cycling road while
in Figure 1.4b, it specifically forbids to do it on the road where the sign is positioned.

7See https://www.siig.fr/fr/docs-diverses/catalogue_signaux_routiers.pdf for the complete
and official list of French road signs with detailed explanations (in French). Whether or not road signs
actually form a semantically compositional system does not really matter for the argument I wish to make
here, but note that the point is discussed briefly—and argued against—by Szabó (2022, §1.1 and footnotes
2 and 3 specifically) in a USA context.
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Chapter 1. Language for communication

Still, would we say that the French road sign system is an ambiguous system? Prob-
ably not, at least insofar as it is precisely supposed to be unambiguous by design. Its
whole purpose indeed is to communicate clear and unambiguous instructions that can be
straightforwardly decoded by every licensed driver. And indeed, both signs in Figure 1.4
are actually unambiguous: they can be both straightforwardly disambiguated if you con-
sider the set of features that compose them. In Figure 1.4a, it is the combination of the
circular shape of the sign with the blue background feature that unambiguously signals an
obligation; while in Figure 1.4b, it is the combination of the circular shape of the sign with
the read-and-white background feature that unambiguously signals an interdiction.8

So ambiguity, from the point of view of the French road sign system at least, is somewhat
of a false problem: its presence in a given road sign never actually prevents the proper
decoding of the corresponding instruction. But if it could be qualified as a “false problem”
here, it is also because it arises exclusively from arbitrarily considering road sign features
in isolation, and thus from somewhat artificially isolating parts of the system from the
whole. Yet, only the “fully-formed” and otherwise unambiguous signs actually correspond
to the real use cases of the system, and only those can therefore be used to arbitrate on
the true nature of French road signs as an ambiguous system. In the end, the presence of
ambiguity alone amongst the compositional features of French road signs does not suffice
to make French road signs an ambiguous system as a whole.

For the question of language and communication then, such considerations imply two
things. First, that the sole presence of ambiguous linguistic forms does not suffice to
make language an ambiguous system. Second, that the ambiguous nature of language as
a communication system can only be settled by considered (fully-formed) communicated
signals. Under the framing of the code model, I thus propose to define the notion of
“ambiguous communication system” as follows (Definition 2).

Definition 2 (Ambiguous communication system)
A communication system is ambiguous if and only if there exists a one-to-many
mapping between a communicated signal and its corresponding messages.

1.3.2 Putting linguistic ambiguity back into communicative context

In his book on Language and Communication, Miller (1951) introduces the problem of
ambiguity as follows:

Consider the verb ‘take’. In the Oxford English Dictionary there are 317 defi-
nitions of this word, 317 verbal alternatives that can be substituted for it. This
is a confusing state of affairs. [. . .] Why do people tolerate such ambiguity?
The answer is that they do not. There is nothing ambiguous about ‘take’ as

8Note that this disambiguation is not the sole product of the red-and-white background feature since,
in Figure 1.3c, we find it to be signaling a warning when found in combination with a triangular shape,
and not an interdiction. So, once again, it is the combination of features that disambiguates the parts and
makes the whole sign unambiguous. Here, the red-and-white background feature could equally be said to
be “ambiguous”.
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it is used in everyday speech. The ambiguity appears only when we, quite
arbitrarily, call isolated words the unit of meaning.

Miller (1951, pp.111–112)

His argument proves crucial to us here, for it actually suggests that linguistic ambiguity may
arise solely from our arbitrarily divorcing communicated signals from their communicative
context for the needs of linguistic inquiry.9 In this case, the argument seems plain, since
the meaning of take as “accept” in (1.1 a) or as “cost” in (1.1 b) can clearly be distinguished
thanks to their surrounding (linguistic) context.

(1.1) (a) I think you should take the offer.

(b) How much will it take to buy this house?

The problem with the code model, however, is that it leaves us little room to accommo-
date this notion of “context” outside of communicated signals—given that the code must
be shared by all communicating parties. This means that communicated signals must
necessarily correspond to (linguistic) signal–context pairs rather than bare linguistic sig-
nals. The problem with this notion of context, then, is that we do not know exactly where
it stops, or what it is made of. First of all—and contrary to the example of road signs
in the previous Section 1.3.1—we do not really know what constitutes a “fully-formed”
communicated signal or what sets the boundaries of those signals in the case of linguistic
communication. In the corresponding entry of his Dictionary of Linguistics and Phonetics,
Crystal (2008) makes clear that what we usually take to be the standard unit of linguistic
communication—the utterance—is always somewhat vague and arbitrary (see Definition 3).

Definition 3 (Utterance)
A term used in linguistics and phonetics to refer to a stretch of speech about
which no assumptions have been made in terms of linguistic theory (as op-
posed to the notion of sentence, which receives its definition from a theory of
grammar). In principle, it is a physically definable, behavioural unit, capa-
ble of definition in everyday terms. One commonly used definition refers to a
‘stretch of speech preceded and followed by silence or a change of speaker’. But
it has proved very difficult to construct a satisfactory definition. The definition
just given, for instance, applies equally to a one-word response and a sermon,
and attempts have been made to produce a more restricted definition, using
such features as pause, rhythm, breath patterns, pitch movement, etc. The
analogous term in the study of writing is text.

9If so, then linguistic ambiguity could probably be considered a product of what the physical science
call the “observer effect”, since it would be a direct product of the methods used to “observe” (in this case,
analyze or study) language itself (see Sassoli de Bianchi, 2013, for an overview of the observer effect in
physics). The point being that in linguistics, we always need to break down signals into smaller entities
so as to study them in isolation, but that this methodological necessity actually creates “interferences”
with our object of study and artificially generates the phenomenon of ambiguity in turn. In other words,
ambiguity would just be a byproduct of our study of language.
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Adapted from Crystal (2008, pp.505–506)

Second, the “context” involved in linguistic communication often extends much beyond
linguistic context proper—unlike in example (1.1)—and may cover a wide range of non-
linguistic modalities as well.

Both of those considerations have a direct impact on how we approach the problem
of ambiguity in communication. I could, for instance, argue that the example in (1.2 b)
constitutes a genuine case of communicative ambiguity: given that it is here formalized as
a single utterance, it should be treated as a “fully-formed” communicated signal containing
a persistent referential ambiguity in the demonstrative that.

(1.2) (a) Camille did not come to work yesterday.

(b) That’s strange.

But that would be completely artifactual of arbitrarily segmenting the utterance in a
way that would exclude from the communicated signal everything that has been said
before in conversation, such as (1.2 a). Treat the same example as a single utterance now,
like in (1.3), and the communicative ambiguity vanishes, given that the reference of the
demonstrative “that” is clearly disambiguated by the communicated signal as a whole.10

(1.3) Camille did not come to work yesterday. That’s strange.

In practice, linguistic communication always takes place under a particular situational
context where what has been said before in conversation—as well as the time or place
under which communication takes places, the beliefs, knowledge or presuppositions of
interlocutors, and their awareness of their surrounding environment—may all play a key
role in the interpretation of communicated messages. In (1.3), for instance, it is the
interpreters’ knowledge of the situational context that tells them what date “yesterday”
actually refers to. In that sense, the situational context is very much non-linguistic as
well: if I ask you (1.4) while pointing at a box in your hand, it is my gestures that tell you
exactly what I mean by “that”.

(1.4) What’s that?

Thus, in all those cases, arbitrarily separating the communicated signal from its multimodal
situational context creates cases of ambiguity which are completely artificial from the point
of view of communication.

The specific modality under which we study language also seems to imply “tampering”
with communicated signals to some extent. Think of how, for instance, the mere fact of

10How long would have to be the pause denoted by the comma in natural conversation for that segmen-
tation/unification of the utterance to be considered valid? Precisely, the formal definition of “utterance”
in Definition 3 does not say. Of course, one could also perfectly consider that (1.3) always characterizes
a single piece of discourse composed of two separate utterances, but the question would then be what
constitutes the boundaries of “discourse” (see Taylor & Cameron, 1987; Schiffrin, 1994; Stede, 2012, for an
overview of the question).
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writing down those linguistic examples artificially removes prosody. Yet, there are many
situations in verbal communication where we can actually resort to prosody to disambiguate
linguistic signals. As speakers we can, for instance, modulate the amplitude, pitch contour
or duration pattern of an utterance to orally distinguish “2 + (3 × 4)” from “(2 + 3) ×
4” (Streeter, 1978). We can also use prosody to overcome cases of structural or syntactic
ambiguity as in (1.5), for instance, where the prepositional phrase “with the telescope” is
ambiguous as to whether it is attached to the verb phrase “saw the man”, as in Figure 1.5,
or to the noun phrase “the man”, as in Figure 1.6.

(1.5) I saw the man with the telescope.
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Figure 1.5: I saw the man [with the telescope]
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Figure 1.6: I saw [the man with the telescope]

Yet as speakers once again, we can actually clear up that ambiguity by marking a prosodic
boundary after “man”, as in (1.6 a), or after “saw”, as in (1.6 b), by lengthening the noun or
the verb and the pause immediately following it (see Kraljic & Brennan, 2005, for details).

(1.6) (a) I saw the man . . . with the telescope.

(b) I saw . . . the man with the telescope.

All the observations developed so far rejoin the more general argument already made
by others, that ambiguity need not be seen as a problem for communication if context
actually enables the interpreter to retrieve the encoded message (e.g. Piantadosi et al.,
2012; Santana, 2014).

However, it is one thing to argue that context can be informative about the intended
message, and yet another to argue that it is always informative enough in practice. Simi-
larly, it is one thing to argue that ambiguity may not constitute a definite obstacle to suc-
cessful communication, and yet another to argue that it never hinders the communication
process in any way. Linguistic ambiguity would still make language an inefficient com-
munication system if it systematically required extra processing effort from all communi-
cating parties—even if communication were to prove systematically successful nonetheless.
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Yet, even that is not so clear: moving past the intuition—partly supported by empirical
evidence—that linguistic ambiguity should necessarily be costly for interpreters, the psy-
cholinguistics literature on the topic depicts a much subtler reality (see Rodd, 2018; Grant
et al., 2020, for overviews in the context of lexical ambiguity and structural/referential am-
biguity respectively). Traxler et al. (1998), for instance, show that the ambiguous sentence
in (1.7 a) actually proves easier to process than its unambiguous counterpart in (1.7 b).

(1.7) (a) The son of the driver that had the mustache was pretty cool.

(b) The car of the driver that had the mustache was pretty cool.

Much of the work reviewed by Rodd (2018) and Grant et al. (2020) point in a similar
direction, namely, that having to entertain a multiplicity of options does not necessarily
imply extra processing effort for the interpreter. But their work also stress a much more
fundamental consideration: that our very intuition about the processing cost of linguistic
ambiguity may be biased by years of psycholinguistics research investigating language in
experimental setups divorced from communicative context.

Indeed, an important argument that is often mobilized by those in favor of not seeing
ambiguity as posing a definite problem for communication is that interlocutors do not
seem to care or pay much attention to it—let alone try to avoid it (see Wasow, 2015, and
references therein). Chomsky (1965) himself argues that our ability to interpret utterances
in context is so straightforward that we can even fail to detect syntactic ambiguity when
it occurs:

If a sentence such as “flying planes can be dangerous” is presented in an ap-
propriately constructed context, the listener will interpret it immediately in a
unique way, and will fail to detect the ambiguity. In fact, he may reject the
second interpretation, when this is pointed out to him, as forced or unnatu-
ral (independently of which interpretation he originally selected under contex-
tual pressure).

Chomsky (1965, p.21)

In psycholinguistics experiments, however, ambiguity avoidance appears to depend much on
whether or not subjects are tested in clear communicative contexts. Allbritton et al. (1996),
for instance, show that speakers do not reliably generate prosodic cues to help interpreters
disambiguate otherwise structurally ambiguous sentences—such as in (1.6)—but they only
test subjects in a monologue context and through read-aloud tasks. When Schafer et al.
(2000) investigate the very same question but through a cooperative game this time—which
requires speakers and interpreters to interact with clear communicative goals—they find
that speakers do produce those prosodic cues and that they do so systematically, even
when the structural ambiguity could have been resolved by other means.

Regarding now the (dis)advantage of ambiguity observed in traditional psycholinguis-
tics experiments, Swets et al. (2008) bring us interesting nuance. They show that cases
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of structural ambiguity such as (1.7) can be turned into an advantage/disadvantage al-
ternatively, depending on how specifically the structural ambiguity is targeted by the
experimental setup. Concretely, they show that if you ask subjects a specific question
such as “Did the son of the driver have a moustache?”, you find (1.7 a) to be harder to
process than (1.7 b). But if you ask subjects a general question such as “Did anyone have a
moustache?”, you find (1.7 a) to be easier to process than (1.7 b). In the end, the presence
of structural ambiguity alone does not appear to be an advantage/disadvantage in itself.
To definitely impact processing cost in communication, it needs to be directly relevant to
the communicative situation at hand.

Finally, the study of Swets et al. (2008) suggests something fundamental, namely, that
what we take to be “ambiguous linguistic forms” is very much conditioned on the theoretical
choices that we make in the first place. Those theoretical choices condition our empirical
expectations, in turn—such as the fact that processed linguistic signals should always cor-
respond to complete and well-defined syntactic parses (see Chater et al., 1998), which is
precisely the assumption that underlies our appreciation of structural or syntactic ambi-
guity. But maybe communicated messages need not always match complete and optimal
syntactic parses, maybe they need not be “truth-evaluable” either, have definite conceptual
extensions, or correspond to neat categories. Maybe the very existence of linguistic ambi-
guity is nothing but an artifact of linguistic inquiry altogether, of the theoretical devices
that we mobilize to study language, of our methodological and experimental choices, and of
a practice of linguistics in general which often requires that we split fully-formed linguistic
signals into parts and divorce them from their communicative context so as to study them
more easily.11 If so then ambiguity may be but an artificial problem for communication
after all.

1.3.3 Making sense is a process

Is language an ambiguous communication system, then? If interpreted in a “strict” sense,
Definition 2 implies that interpreters should somehow “get stuck” in decoding when con-
fronted with an ambiguous communicated signal, as they should not be able to single
out any particular messages from the multiplicity of options entailed by the one-to-many
mapping. But what would it actually mean in practice for interpreters to “get stuck” in
decoding because of an ambiguous communicated signal?

Stepping aside from the problem of ambiguity for a moment, we can observe that there
does seem to exist configurations in language that get us “stuck” in parsing—in the sense
that they can prove nearly impossible for us to process. Think of the example of center-
embedded sentences, for instance, such as (1.8) taken from (Bever, 1970/2013, p.58), where
our processing ability degrades progressively each time an embedding is added, until the
sentence becomes nearly impossible to parse (see also Miller & Isard, 1964, for details).

11A practice itself which often takes place within an arbitrary separation between structure and use
which functionalism (not to mention usage-based approaches to linguistics) precisely criticizes (see Lan-
gacker, 1987, for the latter).
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(1.8) The dog the cat the fox was chasing was scratching was yelping.

Could we, in a similar fashion, find or construct examples of strictly ambiguous signals that
we would find nearly impossible to process, in the sense of that we would find it nearly
impossible to recover any kind of message at all?

Imagine a situation where we would both walk past a bank (the financial building)
along a river bank. Without any further (situational) context, I would tell you:

(1.9) Can you see the bank?

How exactly would you make sense of (1.9)? Would you actually “get stuck” in interpreta-
tion and prove unable to decode any message at all? I would argue not. We could imagine
that you would reply “which one?” and your answer would only stress the limitations of
a code model that characterizes communication as a passive sender–receiver game rather
than an interactive process.12 We could also imagine that you would interpret the ambi-
guity of my utterance somewhat “logically” and reply “yes” given that you would decode
it as Can you see the financial building and/or the river bank?. This time, your answer
would probably emphasize that communicated messages need not always be “precise” (see
Clark, 1997, and his “dogma of determinate meaning”) and that communication is often
not a yes–no matter but a matter of degree (Wilson, 2018, p.189). But you could also infer
that I was just trying to make a joke and laugh. In any case, the point is that there seems
to be a qualitative difference between (1.8) and (1.9) in that the former seems to get us
“stuck” in processing in a way that the latter does not.

In fact, cases of performance limitation in language processing are all the more interest-
ing to us here than they illustrate how such configurations where we actually get “stuck” in
interpretation remain fundamentally rare. If you consider the seminal example of garden
path from (Bever, 1970/2013, p.40) in (1.10), it also shows how the human mind is always
structured so as to “do its best using whatever it has” (Wang, 2019, p.16).

(1.10) The horse raced past the barn fell.

In parsing (1.10) indeed, we do not just stop and give up upon encountering the word
“fell”—even though it invalidates our previous interpretation that The horse raced past the
barn. We try again and re-parse the sequence until we get some form of representation
that is compatible with the full linguistic signal (Frazier & Fodor, 1978; Frazier, 1979).

We see here how those considerations sketch what could be qualified as some sort of
“drive to make sense” from the human mind—not only of linguistic signals but also of
the surrounding world as a whole and of external stimuli in general. To illustrate that
intuition, imagine a situation where I would come to you and say:

(1.11) Bazinga.

12An interactive process probably best formalized as the alignment of information states rather than
information transfer actually (e.g. Pickering & Garrod, 2006, 2013, 2021).
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The fact that (1.11) may not constitute a semantically “valid” or “well-formed” English
expression would probably not stop you from trying to make sense of it and ask: what
could I have possibly meant here? What was the message I was trying to convey? What
was my communicative intention? Did I mean to tell a joke? To express an emotion? Was I
trying to scare you? Or just speaking a foreign language? Chances are you will assume that
I must have meant something by (1.11)—or that, at the very least, I must have produced
those sounds for a reason. So even if you do not decode a precise message—let alone my
message—I would very much argue that you will strive to make sense of this situation,
even if it implies concluding that I did not mean anything at all and that I was just being
“crazy” (appeal to “madness” probably being the convenient solution we too often mobilize
to account for human behavior we cannot otherwise explain).

Maybe there is more to communication than language, and maybe communication is
much more inferential than the code model suggests. Be that as it may, what the field
of pragmatics teaches us first is that context plays a central role in communication: to
make sense is to contextualize—to construct a relevant background of information mak-
ing a communicated signal interpretable in practice, that is, “mappable” to a particular
message. And as poetry and literature often suggest, the only limitation to that ability to
contextualize signals and make sense of language in general appears to be the limits of our
own imagination. The best example I can think of to illustrate that point is the colorless
green ideas of (Chomsky, 1957/2002, p.15), which probably constitutes the most famous
example of modern linguistics. Chomsky originally uses this example to build a case for
a notion of “grammaticality” distinct from that of “meaningfulness”—his point being that
while both examples in (1.12 a) and (1.12 b) are equally “nonsensical”, only the former is
actually grammatical.

(1.12) (a) Colorless green ideas sleep furiously.

(b) Furiously sleep ideas green colorless.

Yet, the meaninglessness of (1.12 a) may have been glossed over too quickly, for in the 1990s
indeed, Stanford University organized a literary competition with the explicit instruction
to devise a context that would make that colorless example in (1.12 a) meaningful.13 The
instructions went as follows:

For the Literary competition set on Christmas Eve you were asked to compose
not more than 100 words of prose, or 14 lines of verse, in which a sentence
described as grammatically acceptable but without meaning did, in the event,
become meaningful. The sentence, devised by Noam Chomsky, was: colourless
green ideas sleep furiously.

And the winning poem was (colorless example in bold):

Thus Adam’s Eden-plot in far-off time:
Color-rampant fowers, trees a myriad green;

13See https://www.linguistlist.org/issues/2/2-457/#2 for details.
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Helped by God-bless’d wind and temp’rate clime.
The path to primate knowledge unforeseen,
He sleeps in peace at eve with Eve.
One apple later, he looks curiously
At the gardens of dichromates, in whom
colourless green ideas sleep furiously
then rage for birth each morning, until doom
Brings rainbows they at last perceive.

D. A. H. Byatt

This literary experience proves particularly interesting to us here as it provides a concrete
illustration of a case where this contextualization process gets “materialized” linguistically.
But if the poet helps us make sense of that particular utterance by surrounding it with
a particular linguistic context, ultimately it is us, the interpreters, who make sense of
that utterance in context. For it is the interpreters who make sense of language and not
language that carries meaning on its own:

Expressions do not mean; they are prompts for us to construct meanings by
working with processes we already know. In no sense is the meaning of [. . .] any
utterance “right there in the words.” When we understand an utterance, we in
no sense are understanding “just what the words say”; the words themselves say
nothing independent of the richly detailed knowledge and powerful cognitive
processes we bring to bear.

Turner (1991, p.206)

In sum, making sense is a process, where context is not something that is “given” but
rather something that is “built” and so not a property of communicated signals but rather
an ability of interpreters—and an ability that appears to be practically unbounded.

If our ability to make sense of communicated signals is truly unbounded, then we should
never actually find ourselves “stuck” in decoding and should thus be able to safely conclude
that language is not an ambiguous communication system, insofar as it should always prove
possible to decode at least one message from a communicated signal—ambiguous or not.
However, that would not suffice to conclude that language is an efficient communication
system for as we saw in Section 1.2.2, efficiency presupposes effectiveness and commu-
nicative effectiveness itself requires that interpreters decode the message encoded by the
speaker and not just any message. So the question we must now turn to is this: is language
actually an effective communication system?
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1.4 Is language an effective communication system?

1.4.1 Underdetermination as ambiguity applied to communication

Of course I can use the words ‘this man’ to designate now this man, now that
man. But still on each single occasion I mean them to designate just one man.
The sentences of our everyday language leave a good deal to guesswork. It is
the surrounding circumstances that enable us to make the right guess. The
sentence I utter does not always contain everything that is necessary; a great
deal has to be supplied by the context, by the gestures I make and the direction
of my eyes.

Frege (1914/1979, p.213)

Frege’s quote above nicely summarizes some of the important points I have been trying to
develop throughout Section 1.3. First, linguistic signals are not necessarily autonomous:
they sometimes need to be paired with situational and potentially non-linguistic context
in order to be interpreted. Second, linguistic ambiguity—pervasive as it may be—is never
strict communicative ambiguity: we do seem to be able to get by linguistic ambiguity in
communication and to always interpret at least a message, if not the message intended
by the speaker. Third, we do not manage to get by linguistic ambiguity in any random
way: we construct an adequate context to be paired with the linguistic signal and do so by
appealing to our inferential abilities—what Frege (1914/1979) calls “guesswork” here.14

However, I have acted so far as if all those considerations could be easily accommodated
within the code model but this is actually far from given. Indeed, the code model is not
really conceived to function with communicated signals that are not autonomous in the first
place, and accommodating the very notion of context within it remains quite a conceptual
challenge (as we briefly saw in Section 1.3.2). Bypassing the problem by “refactoring”
communicated signals as (linguistic) signal–context pairs rather than bare linguistic signals
is, in a certain sense, nothing but a convenient “hack” in the theory (to employ here a
technological metaphor in line with the original spirit of the code model) and as we will
see in Section 1.5.1, it is most likely a misguided one. But the biggest challenge to the
code model actually comes from this necessity to appeal to inferences in communication,
for it actually calls into question the very coded nature of human communication, and so
the very relevance of the code model itself.15

14Though note here that some may argue that inferences are actually distinct from “guesswork” in the
sense that they precisely do not rely on “betting” on a possible meaning or interpretation but on deriving
it logically and/or rationally. But I will leave this particular nuance aside for my present purpose.

15In The Oxford Dictionary of Pragmatics, Huang (2012) defines the notion of “inference” as follows:

As one of the basic forms of reasoning, inference is a process of accepting a statement or
proposition (called conclusion) on the basis of the (possibly provisional) acceptance of one
or more other statements or propositions (called the premises). (Huang, 2012, p.156)

He also defines “reasoning” as follows:

A systematic mental process in which implications among propositions are evaluated, and
a conclusion is drawn from a set of premises. One of the basic forms of reasoning is infer-
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The problem with the code model is that there appears to be cases of human communi-
cation that are actually purely inferential and as such not coded at all. If I ask you (1.13)
and you reply to me by waving a box of aspirin, for instance, I will straightforwardly
interpret that you mean to tell me that you are not feeling well (see Sperber & Wilson,
1986/1995, pp.25–26, for the original example).

(1.13) How are you feeling today?

Yet, as Sperber & Wilson (1986/1995) stress, this behavior is not coded: there is no rule or
convention that tells us here that waving box of aspirin should systematically be interpreted
as meaning that one is not feeling well. In a different context, the same gesture could very
well mean “I have some aspirin if you need”, or “I’m ready for our trip!”.

Maybe human communication in general is much more inferential than we think—there
is probably more to communication than language anyway—but the definite problem with
the code model is that linguistic communication itself also proves to be much more infer-
ential than we think—as the Gricean turn in pragmatics fundamentally emphasized (see
Grice, 1989, for an overview). In his seminal Meaning paper, Grice (1957) invites us in-
deed to treat linguistic communication as a problem of intention resolution, where to mean
something by employing a particular expression is to intend to produce an effect in an
audience by having that audience recognize that intention (see Definition 4).

Definition 4 (Communication as intention resolution)
“A meant something by x” is (roughly) equivalent to “A intended the utterance
of x to produce some effect in an audience by means of the recognition of this
intention”.

Grice (1957, p.384)

Crucial to Grice’s proposal, then, is the fundamental distinction between speaker meaning
and sentence meaning—originally detailed in (Grice, 1968)—and the idea that there is
more to communication than what is said. If you ask me (1.14 a) and I reply (1.14 b), for
instance, what I imply is that “No, I do not want coffee”, so that what I mean (i.e. the
“speaker meaning”) is actually different from what I say (i.e. the “sentence meaning”).

(1.14) (a) Do you want coffee?

(b) Coffee gives me heartburn.

Under Grice’s inferential account of communication, messages are therefore intentions
which correspond to a particular type of meaning—the speaker meaning—and the crit-
ical point of Grice’s distinction is that sentence meaning fundamentally underdetermines
speaker meaning—which is why, Grice (1975) tells us, speakers should abide to a “cooper-
ative principle” (Definition 5) as well as a set of “conversational maxims” (Definition 6) to
make sure that they are correctly understood by their audience.

ence. (Huang, 2012, p.262)
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Definition 5 (Cooperative principle)
Make your contribution such as is required, at the stage at which it occurs,
by the accepted purpose or direction of the talk exchange in which you are
engaged.

Grice (1975, p.45)

Definition 6 (Maxims of conversation)
1. Quantity maxims:

a) Make your contribution as informative as is required (for the current
purposes of the exchange).

b) Do not make your contribution more informative than is required.

2. Quality maxims:

a) Do not say what you believe to be false.

b) Do not say that for which you lack adequate evidence.

Supermaxim: Try to make your contribution one that is true.

3. Maxim of Relation: Be relevant.

4. Manner maxims:

a) Avoid obscurity of expression.

b) Avoid ambiguity.

c) Be brief (avoid unnecessary prolixity).

d) Be orderly.

Supermaxim: Be perspicuous.

Adapted from Grice (1975, pp.45–46)

How inferential is linguistic communication exactly? This is where different approaches
to pragmatics diverge. To better understand their differences, it is important first to
introduce what Recanati (2004, §1.1) calls the “basic triad”—which further decomposes
the concepts of sentence meaning and speaker meaning into sentence meaning, what is
said and what is implicated. The distinction goes as follows: if you ask me (1.15 a) and I
reply (1.15 b), for instance, what I really mean in that context (i.e. what is implicated/what
is meant/the speaker meaning) is that yes, I have already tried cheese fondue—which you
will straightforwardly infer if you know that cheese fondue is a typical Swiss dish.

(1.15) (a) Have you ever tried cheese fondue?

(b) I live in Switzerland.
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But the sentence in (1.15 b) also has, arguably, a “linguistic meaning” (i.e. sentence mean-
ing) that is independent of the context of utterance, and that could be roughly charac-
terized as (1.16 a). Meanwhile, what is (literally) said by (1.15 b)—which can be roughly
characterized as (1.16 b)—depends on what the indexical “I” refers to in that context.

(1.16) I live in Switzerland.

(a) Sentence meaning : The speaker lives in Switzerland.

(b) What is said : Alexandre Kabbach lives in Switzerland.

(c) What is implicated : Yes, Alexandre Kabbach has already tried cheese fondue.

Different approaches to pragmatics then regroup those notions differently, notably depend-
ing on how inferential they take linguistic communication to be: literalists (and minimal-
ists in particular) take what is said to be part of the literal meaning of the proposition
expressed—alongside sentence meaning—and to remain pretty close to sentence mean-
ing (hence the term “minimalist/minimalism” which refers to the assumption that the
distance between sentence meaning and what is said should be minimal). Contextualists,
on the other hand, take what is said to belong to speaker meaning alongside what is
implicated (see Recanati, 2004, p.6).

Now, in the example (1.15) above there is a clear gap between what is said and what
is implicated by (1.15 b) (and thus between the literal meaning of the utterance and the
speaker meaning). But we could very well imagine cases where that gap would be pretty
small, if not actually null, in that what is meant (or the speaker meaning) would be identical
to what is (literally) said: for instance, if you ask me (1.17 a) and I reply (1.17 b).

(1.17) (a) Where do you live?

(b) I live in Switzerland.

Yet, even in (1.17 b) one would have to derive who “I” and “you” actually refer to, so that
if what is said underdetermines speaker meaning, sentence meaning also underdetermines
what is said (see Carston, 2002, notably §1, for an overview). What is more, the role
played by inferences in determining what is said does not stop at indexical or linguistic
ambiguity resolution. Sentence meaning is often much more sketchy and fragmentary than
what literalists assume, and often too schematic to constitute a full proposition that would
be truth-evaluable—contrary to what literalists expect. In (1.18 a), for instance, one has
to decide what the sea is too cold for before they can assign that proposition a definite
truth-value; and in (1.18 b), one has to decide whether the book is actually difficult to
read, write, or sell, for instance, and by comparison to what (see Sperber & Wilson, 2012,
p.9 for the original discussion over those examples).

(1.18) (a) The sea is too cold.

(b) That book is difficult.

26



1.4. Is language an effective communication system?

Pragmatic inferences thus appear to be necessary not only to derive what is implicated by
a communicated signal, but also what is said.16

Anyhow, if pragmatic inferences are so pervasive in linguistic communication, it is first
and foremost because communicated signals structurally underdetermine their messages.
The fact of the matter indeed is that:

Most—arguably all—sentences of any human language [. . .] underdetermine
their interpretation.

Sperber & Origgi (2010, p.124)

This structural underdetermination of messages means that linguistic communication al-
ways leaves open a multiplicity of options available as to which messages should be inter-
preted, and that it does so by default. That is, underdetermination is not a byproduct
of noise in the transmission channel, or of factors that are extrinsic to the communication
system itself: it is an inherent property of language and linguistic communication. What
is more, this idea of leaving open a “multiplicity of options” between signals and messages
brings back in full the very notion of communicative ambiguity—formally defined as the
one-to-many mapping between signals and messages—so that we could say, in a sense, that
underdetermination is nothing more than ambiguity applied to communication.

Having clarified the terms of the debate, we can now look back at the original argument
of Chomsky (2002, 2008) and give it due credit. For indeed, there does seem to be a prob-
lem with ambiguity in communication, just not with the traditional notion of “linguistic”
ambiguity. The problem indeed does not lie with those “ambiguous forms” which are easily
resolved in communication by appealing to situational context, and probably constitute an
artificial problem from the point of view of communication anyway. No, the real problem
lies with underdetermination, which constitutes the first major obstacle on the road to
communication success and communicative effectiveness: how can we make sure indeed
that the interpreted message always corresponds to the intended one?

1.4.2 Subjectivity against effective communication

Structural underdetermination means structural communicative ambiguity, and yet as we
saw in Section 1.3.3 language is not an ambiguous communication is the strict sense. There-
fore, underdetermination should not constitute a definite obstacle to the interpretation of
at least one message. But could it constitute a definite obstacle to communication success
nonetheless? How can we make sure indeed that the interpreted message is in fact the
message the speaker intended to convey given underdetermination? How can we guarantee
mutual understanding and the identicity of messages that goes with it in that context?

Grice (1975) offers us a possible solution to that problem with his cooperative principle
and his maxims of conversation. The problem with Grice’s approach, however, is that it

16Note that contextualists ultimately argue for dropping the concept of “what is said” altogether, given
how difficult it is to actually separate “what is said” from “what is implicated” (see Sperber & Wilson,
2012, §1.2, for a full discussion).
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is fundamentally normative: it tells us what speakers ought to do to be understood in
conversation, and not what they actually do in practice.17 As a matter of fact, speakers
do seem to violate the maxims on certain occasions, especially in the rhetorical use of
language (though not only in such cases, see Wilson & Sperber, 2002, for a general overview
of the argument). Irony, for example, violates the maxim of quality which commands us
to make our contribution one that is true: uttering (1.19) when it is actually pouring rain
outside implies saying something that is literally false.

(1.19) What a great weather for a picnic!

Metaphors, on the other hand—such as example (1.20) from (Wilson & Sperber, 2002,
p.587)—violate the maxim of quantity which commands us to make our contribution in-
formative: given that nothing is said, no information is provided at all.

(1.20) The leaves danced in the breeze.

To remedy the shortcomings of Grice’s normative approach, Relevance Theory (Sperber
& Wilson, 1986/1995) proposes a descriptive approach to human communication centered
on the notion of relevance. An utterance is deemed all the more relevant than it yields
positive cognitive effects to the interpreter, all the while requiring little cognitive effort to
be processed (see also Sperber & Wilson, 2012, p.6, for details). According to Relevance
Theory, human cognition and communication are centered around two fundamental prin-
ciples: a “cognitive principle of relevance” (Definition 7) and a “communicative principle
of relevance” (Definition 8).

Definition 7 (Cognitive principle of relevance)
Human cognition tends to be geared to the maximization of relevance.

17I use the term “normative” rather than “rationalist” to characterize Grice’s approach as the opposition
between Grice and Relevance Theory is usually framed under the normative/descriptive dichotomy (see
Sperber & Wilson, 1986/1995; Wilson & Sperber, 2012; Ludlow, 2014; Korta & Perry, 2020, pp.271;6;12;93
respectively, for typical examples). For instance, Sperber & Wilson (1986/1995) tell us that:

It would be a mistake to read the presumption of optimal relevance, in either the early or
the revised version, as describing a goal that rational communicators should achieve. Unlike
Grice’s maxims, neither the principle nor the presumption of relevance is presented as a goal
to be pursued or a rule to be followed by the communicator. The (Second) Principle of
Relevance is a descriptive (as opposed to normative) claim about the content
of a given act of ostensive communication. It claims that part of that content is a
presumption that this very act of communication is relevant to the addressee. (Sperber &
Wilson, 1986/1995, p.271, my emphasis in bold)

And Ludlow (2014) otherwise frames the opposition quite clearly as follows:
Relevance Theory thus contrasts with Grice’s approach in two ways. First, it subsumes all
of Grice’s maxims under the “least effort” principle (which they confusingly call “relevance”),
and second it represents a shift away from thinking about pragmatics as a process involving
rational communicative principles and repositions it as a lower-level process in cognitive
psychology. For Grice, the maxims were normative. In Relevance Theory, the principle of
relevance is only normative in the sense a biological norm is. Relevance Theory is, at
bottom, a descriptive project and not a normative project. [Footnote: “Thanks
to Dan Sperber and Deirdre Wilson for discussion of this point”] (Ludlow, 2014, p.93, my
emphasis in bold)
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Sperber & Wilson (1986/1995, p.260)

Definition 8 (Communicative principle of relevance)
Every act of overt communication conveys a presumption of its own optimal
relevance.

Sperber & Wilson (1986/1995, p.260)

Two additional specifications come to supplement the theory. The first one is what is
called the “presumption of optimal relevance” (Definition 9) which mirrors my “drive to
make sense” introduced in Section 1.3.3—although it takes a slightly different perspective
on the object of study since the presumption of optimal relevance is conceived as a property
of the signal while the drive to make sense is conceived as an ability of the interpreter.

Definition 9 (Presumption of optimal relevance)
a. The utterance is relevant enough to be worth processing.

b. It is the most relevant one compatible with the communicator’s abilities
and preferences.

Sperber & Wilson (2012, p.7)

The second specification is what is called the set of “relevance-guided comprehension heuris-
tic” (Definition 10) which specifies further the underlying forces driving human cognition
and interpretation, and also reminds us of the principle of least effort of Zipf (1949) intro-
duced in Section 1.2.2.18

Definition 10 (Relevance-guided comprehension heuristic)
a. Follow a path of least effort in constructing an interpretation of the utter-

ance (and in particular in resolving ambiguities and referential indetermi-
nacies, in going beyond linguistic meaning, in supplying contextual assump-
tions, computing implicatures, etc.).

b. Stop when your expectations of relevance are satisfied.19

Sperber & Wilson (2012, p.7)

Relevance Theory takes as a starting point a Gricean perspective on the inferential
nature of human communication rooted in a fundamental critique of the code model and
its limitations (see Sperber & Wilson, 1986/1995, notably ch.1 on Communication). Con-
trary to the Gricean approach, however, Relevance Theory considers that inferences play
a much more pervasive role in communication and are not restricted to deriving what

18Note that the presumption of optimal relevance is originally found in (Sperber & Wilson, 1986/1995,
p.267), though under a slightly different phrasing, and that the relevance-guided comprehension heuristic
is originally found in (Sperber et al., 1995, p.51).

19In (Wilson & Sperber, 2004/2006, p.613) they add: “(or abandoned)”.
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is implicitly communicated in conversation but also what is explicitly communicated.20

Under Relevance Theory, pragmatic enrichment is both necessary, and systematic: every
communicated signal must be contextualized in order to be interpreted. Contextualiza-
tion then proceeds by supplementing each communicated signal with a particular context,
which Sperber & Wilson (1986/1995) define as follows:

The set of premises used in interpreting an utterance (apart from the premise
that the utterance in question has been produced) constitutes what is generally
known as the context. A context is a psychological construct, a subset of the
hearer’s assumptions about the world. It is these assumptions, of course, rather
than the actual state of the world, that affect the interpretation of an utterance.
A context in this sense is not limited to information about the immediate
physical environment or the immediately preceding utterances: expectations
about the future, scientific hypotheses or religious beliefs, anecdotal memories,
general cultural assumptions, beliefs about the mental state of the speaker,
may all play a, role in interpretation.

Sperber & Wilson (1986/1995, pp.15–16)

Relevance Theory thus treats “context” not as something that is given in conversation
but as something that is built by interpreters (Sperber & Wilson, 1986/1995, §3.3)—just
as I did in Section 1.3.3—but its characterization of context also fundamentally brings
in subjectivity. For beliefs, knowledge, memories or assumptions all constitute as many
possible attestations of the idiosyncrasy of an interpreter’s mental content indeed, and if
we have every reason to believe that context—and thus ultimately interpretation—may
differ from one interpreter to the next, it is precisely because:

True, all humans are constrained by their species-specific cognitive abilities
in developing their representation of the world, and all members of the same
cultural group share a number of experiences, teachings and views. However
beyond this common framework, individuals tend to be highly idiosyncratic.
Differences in life history necessarily lead to differences in memorised informa-
tion. Moreover, it has been repeatedly shown that two people witnessing the
same event even a salient and highly memorable event like a car accident may
construct dramatically different representations of it, disagreeing not just on
their interpretation of it, but in their memory of the basic physical facts [(Lof-
tus, 1979; Neisser, 1982)]. While grammars neutralise the differences between
dissimilar experiences, cognition and memory superimpose differences even on
common experiences.

20Relevance Theory gets rid of the concept of “what is said” and introduces the concept of explicature
which serves to characterize the explicit meaning of an utterance, paralleling the Gricean concept of
implicature which characterizes implicit meaning (see Sperber & Wilson, 1986/1995, §4.2). The point of
the concept of “explicature”, then, in contrast with “what is said”, is to stress that inferential processes are
also needed to derive the explicit meaning of utterances (see also Sperber & Wilson, 2012, §1.2 and §1.3).
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Sperber & Wilson (1986/1995, p.16)

Subjectivity therefore fundamentally challenges the effectiveness of language as a commu-
nication system, at least insofar as communication success is characterized as the identicity
of messages between interlocutors.

This is also where the encounter between Relevance Theory and literature proves par-
ticularly fruitful actually, for as Wilson (2018) tells us:

According to the code model, what is communicated is a ‘message’ or ‘meaning’
which can be rendered as a proposition (or a small set of propositions) and
duplicated in the minds of communicator and addressee; however, as literary
scholars are well aware, the thoughts communicated by a literary text are often
too rich and vague, too complex and subtly interlinked to be treated as a
meaning or message of this type. Moreover, according to the code model,
communication is a yes–no matter: a thought is either communicated or it
is not; however, as literary scholars are again well aware, the interpretation
of literary works often calls for some creative input from the reader, so that
different readers arrive at different interpretations for which they must share
some of the responsibility themselves.

Wilson (2018, pp.186–187)

In literature indeed, we are always ready to acknowledge that interpretation plays a central
role in that, ultimately:

[E]ach reader makes use of [a] book in his or her own way

Wilson (2018, p.190)

In fact, as Fish (1980) even tells us that:

The objectivity of the text is an illusion, and moreover, a dangerous illusion.

Fish (1980, p.43)

Yet, this observation actually applies to non-literary work as well, such as this very
manuscript, for no matter how much effort I put into carefully selecting each word so
as to avoid potential misunderstanding or orient possible interpretations, truth is that I
have no definite control over how you will make sense of it. No matter how hard I try, I can
never constrain the interpretation of my own utterances enough to bypass the subjectivity
of interpretation. And the example certainly does not stop at my thesis, for every academic
surely shares the experience of having once encountered what they would consider to be
an unexpected—maybe even unfair—interpretation of their own work.

Now, it is one thing to say that we have no control over how our utterances get in-
terpreted in practice, but the thing is that we also have no comprehensive and explicit
knowledge of how they get interpreted either. As Wilson (2018) rightly emphasizes indeed,
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we have no knowledge of all the interpretations that can be made of our own utterances
and no knowledge of the interpretations that will be made, since:

[T]he addressee [interpreter] must necessarily [. . .] draw some conclusions that
the communicator need not necessarily either anticipate or endorse.

Wilson (2018, p.190)

I, for one, certainly have no idea of all the possible interpretations that can be made of
my own thesis, and I am actually looking forward to discovering them all and to meeting
the various subjectivities that will have produced them. This, after all, is what makes
research so exciting, for if interpretation was actually so straightforward and “objective”,
there would probably be no point in doing research in the first place.

Subjectivity thus fundamentally challenges the perspective of mutual understanding,
given how we always make sense of each other’s utterances through our individual and
potentially idiosyncratic mental spaces. You could think that such considerations are ar-
tifactual of literary examples which forget that linguistic communication is more often
than not an interactive process where interpreters can actually fix and adjust their inter-
pretations through a back-and-forth process according to the feedback they receive—and
so ultimately converge to mutual understanding. But remember that subjectivity means
both idiosyncrasy and privacy of the mental, so that if interpretation is subjective, it is also
because making sense is a fundamentally private process. This is precisely why, when Shan-
non & Weaver (1949/1964, p.68) imagine some sort of “noise correction” mechanism able to
fix discrepancies across encoded and decoded messages so as to guarantee communication
success, they appeal to a third-party “observer” distinct from both the transmitter and
the receiver (see Figure 1.7). In practice, however, there is no omniscient third-party ob-

Figure 1.7: Noise correction in the code model of communication. Original diagram
from (Shannon & Weaver, 1949/1964, Figure 8, p.68).

server that can guarantee the identicity of messages and interpretation always proceeds de
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facto in full subjectivity. The assumption of mutual understanding thus rests on a critical
mismatch between the public characterization of communication success and the private
nature of the interpretation process. In the end, the fact of the matter remains that in
conversation—as in any type of human interaction for that matter—we do not have direct
access to each other’s brain.

1.4.3 Why communication is not signaling

I have acted so far as if successful communication could be equated with effective com-
munication, and in fact the two notions are very often used interchangeably in practice.
Yet, in their seminal work, Shannon & Weaver (1949/1964) actually distinguish the two
by separating what they call the “semantic problem” from the “effectiveness problem”. In
this section, I would like to return to this fundamental distinction to show how crucial it
is for our current discussion regarding the communicative function of language.

According to Shannon & Weaver (1949/1964, p.4), the semantic problem(s) is “con-
cerned with the identity, or satisfactorily close approximation, in the interpretation of
meaning by the receiver, as compared with the intended meaning of the sender” (see Defi-
nition 11). The effectiveness problem(s), on the other hand is “concerned with the success
with which the meaning conveyed to the receiver leads to the desired conduct on his
part” (see Shannon & Weaver, 1949/1964, p.5, and Definition 12). In short: there is effect
on the mind on one hand and effect on behavior (conduct) on the other.

Definition 11 (The semantic problem)
The semantic problem corresponds to the following question: how precisely do
the transmitted symbols convey the desired meaning?

Adapted from Shannon & Weaver (1949/1964, p.4)

Definition 12 (The effectiveness problem)
The effectiveness problem corresponds to the following question: how effec-
tively does the received meaning affect conduct in the desired way?

Adapted from Shannon & Weaver (1949/1964, p.4)

The major benefit of this formalization of communicative effectiveness is that it becomes
a measurable entity—given how it appeals to observable behavior—yet it is not quite the
one we are after. What we are after here indeed is communication success defined as
mutual understanding and formally characterized as the identicity of messages—which thus
corresponds to the semantic problem of Shannon & Weaver (1949/1964) and not to their
effectiveness problem. Be that as it may, could we use one (communicative effectiveness)
to evaluate the other (mutual understanding)? The answer is not so clear, and Shannon
and Weaver themselves tell us that:

The effectiveness problem is closely interrelated with the semantic problem,
and overlaps it in a rather vague way.
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Shannon & Weaver (1949/1964, p.5)

First of all, communicative effectiveness does not seem to be a necessary condition to attest
of mutual understanding. Indeed, ineffectiveness in communication does not necessarily
imply the absence of mutual understanding: I could ask you (1.21) and you could very
well refuse to pass me the salt for whatever reason (argue that I have had enough already,
that you do not want to help me, etc.).

(1.21) Can you pass the salt please?

But refusing to behave the way I wanted you to here would not mean that you neces-
sarily misunderstood what I meant: you could have perfectly derived my communicative
intentions and yet refuse to satisfy them nonetheless.

Now, one could argue that this characterization of effectiveness is too restrictive, for
there could exist many different types of behaviors that would attest of our mutual under-
standing independently of your satisfying my intentions—such as your replying (1.22) to
my (1.21), for instance.

(1.22) No, you’ve had enough already.

But the deeper problem with relying on behavior to attest of mutual understanding is that
human communication does not always trigger overt and immediate behavioral feedback
from the interpreter. If I talk to you with no other communicative intention than to
convey information—such as uttering (1.23)—your processing of that information does not
necessarily imply some sort of immediate behavioral response on your part.

(1.23) It is raining outside.

This is precisely the point made by Lewis (1975/1983) when he reflects of his earlier
characterization of “signaling games” which originally required interpreters (hearers, in his
case) to always respond to a received signal by an action (see Lewis, 1969/2002, p.131, for
the original specification of that point):

[S]ignaling was all-too-obviously a special case. There may be no appropriate
responsive action for the hearer to perform when the speaker imparts a belief
to him. Or the speaker and hearer may disagree about how the hearer ought
to act under the supposed circumstances. Or the speaker may not know how
the hearer will decide to act; or the hearer may not know that he knows; and
so on. The proper hearer’s response to consider is believing, but that is not
ordinarily an action.

Lewis (1975/1983, p.170)

If you think of it, this fundamental consideration is at the core of the Gricean characteriza-
tion of communication success as intention resolution in Definition 4 for strictly speaking,
there is nothing behavioral in having someone recognize your intention.
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The question, then, is what to do with all those cases that trigger no overt and imme-
diate behavioral feedback in communication: how can we, in such cases, attest of mutual
understanding? One possible solution would be to equate success with the absence of
explicit communication failure or “conflict” between interlocutors: so long as you do not
express or demonstrate that you have not understood me, I will just assume that you
have. But that would not be satisfactory either, all the more so as even explicit agreement
is no guarantee of mutual understanding—as Shannon & Weaver (1949/1964) themselves
actually make quite clear when they tell us that:

If Mr. Y says “Do you now understand me?” and Mr. X says “Certainly, I do,”
this is not necessarily a certification that understanding has been achieved.

Shannon & Weaver (1949/1964, p.4)

One could argue that all those cases should prove marginal in human communication overall
and that most of the time, communication does trigger some sort of overt and immediate
behavioral feedback from the interpreter. But precisely, the difference here may not prove
so much quantitatively significant than qualitatively so, as it may be what specifically
distinguishes (human) communication from (animal) signaling. As Reboul (2017) tells us,
for instance:

[W]hile animal signals are paired with responses, linguistic signals, on the
whole, are not.

Reboul (2017, p.42)

And as she describes further, there seems to be a fundamental qualitative difference of
language use between human and non-human animals:21

[I]t is interesting to note that animals engaged in animal language programmes
spontaneously use ‘language’ only to request things or actions from others
(mostly their caretakers) [. . .] By contrast, humans are able to deploy thoughts
that [. . .] bear on absent targets [and] are not oriented towards action (indeed,
the place that fiction—or, on a more anthropological vein, myth—takes in hu-
man lives is a good indication of that). Millikan [(2013)] has rightly insisted
on the potentiality for strong disinterestedness in human thought: humans,
and—as far as we know—only humans, are able to entertain thoughts that do

21From a different perspective, Tomasello (2019) tells us that:

Systematic studies have found that over 95 percent of the communicative acts produced by
[apes] are some form of imperative [(and the other 5 percent are things like naming games:
Greenfield & Savage-Rumbaugh, 1993; Rivas, 2005)]. This is because no matter how they are
trained by humans, great apes will not acquire a motive to simply inform others of things
or share attitudes with them [(Tomasello, 2008)]. They also do not learn such things as
pronouns (for example, he, she, it), which require assessment of common ground. (Tomasello,
2019, p.124)
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not bear on their immediate environment and that, equally, are not oriented
towards any action. Hence, the human ability for speculative thought of a
non-practical kind.

Reboul (2017, p.101)

In the end, communicative effectiveness framed in behavioral terms appears to be nei-
ther necessary nor sufficient to attest of mutual understanding, and so pretty much useless
as it stands (see Table 1.1 from a recap of the arguments).22 But what if the problem lied

Question Answer

effectiveness ?⇐= mutual understanding effectiveness ⇍= mutual understanding

Is communicative effectiveness a necessary
condition to attest of mutual understanding?

No: ineffective communication does not
necessarily imply misunderstanding.
(¬ effectiveness ≠⇒ ¬ mutual understanding)

effectiveness ?
=⇒ mutual understanding effectiveness ≠⇒ mutual understanding

Is communicative effectiveness a sufficient
condition to attest of mutual understanding?

No: misunderstanding does not nec-
essarily imply ineffective communication.
(¬ mutual understanding ≠⇒ ¬ effectiveness)

Table 1.1: Why communicative effectiveness is neither necessary nor sufficient to attest of
mutual understanding (effectiveness ⇍⇒ mutual understanding).

not with the notion of communicative effectiveness but with that of mutual understand-
ing? Because saying that communicative effectiveness is not a sufficient condition to attest
of mutual understanding also means, by equivalence, that mutual understanding is not a
necessary condition to attest of communicative effectiveness (see Equation 1.24).

{effectiveness ≠⇒ mutual understanding} ⇐⇒ {mutual understanding ⇍= effectiveness} (1.24)

So what if our demonstration so far actually captured a crucial intuition about communica-
tion, namely, that irrespective of how we chose to characterize communicative effectiveness,
the concept of mutual understanding was not necessary in the first place? What if there
was no “semantic problem” from the start?

Everyone having experience being immersed in a foreign environment where you do
not speak the language can attest that a lack of (mutual) “understanding” does not nec-
essarily prevent effective communication with other speakers. If anything, this example
further illustrates that human communication extends much beyond linguistic communi-
cation proper and that interpretation can often proceed by purely inferential means. Yet,

22As detailed in Table 1.1, the reasoning used throughout this section relies on proof by contraposition,
that is, given two propositions P and Q, on the fact that {P =⇒ Q} ⇐⇒ {¬Q =⇒ ¬P}.
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there is also an obvious qualitative difference between speaking a foreign language and
not speaking that language—and being able to effectively communicate with an English
speaker by speaking English is clearly not the same thing than being able to effectively
communicate with that same speaker while not being able to speak English. So if we could
be ready to drop the concept of mutual understanding given its uselessness in characterizing
communicative effectiveness, we might no want to drop the concept of understanding alto-
gether, although for that we would need a characterization of communication success that
is completely separated from that of mutual understanding. But is that even conceivable?
This is the question I would like to turn to now.

1.5 Communication beyond mutual understanding

1.5.1 The presupposition of mutual understanding

The original critique of the code model carried out by Sperber & Wilson (1986/1995)
concentrates notably on what they call the “mutual knowledge hypothesis” which is mo-
bilized by proponents of the code model to accommodate the pervasiveness of context in
communication (see Sperber & Wilson, 1986/1995, §1.3).

The problem that the mutual knowledge hypothesis is supposed to solve is as follows.
Given, first, the underdetermined nature of messages which requires every communicated
signal to be contextualized in order to be decoded. Given, second, that context is something
that interpreters build rather than something they “pick up” as if it was made readily
available to them. How can one make sure that the context used by the interpreter at
decoding time will be the exact same one as the one used by the speaker at encoding time?

Under the framing of the code model, the underdetermination of messages and the
subjectivity of the contextualization process pose a definite challenge to the very possibil-
ity of communication success, for if communication proceeds by means of a shared code
between all communicating parties, then there is no alternative but to require context to
be strictly identical across interlocutors in order to guarantee mutual understanding: the
transmitted signal–context pair must necessarily be identical to the received signal–context
pair indeed if it is to map straightforwardly and identically to the exact same message
across interlocutors.

To make sure that they actually rely on the exact same context, interlocutors must then
overcome both the idiosyncratic and private nature of the contextualization process. To do
so, they must not only make sure to rely on contextual knowledge that they share, but also
on contextual knowledge that they know to be shared—that is, on contextual knowledge
that is mutually known—and it is with this latter point that Sperber & Wilson (1986/1995)
take issue.23 As they argue indeed, keeping track of their mutual knowledge at encoding

23The terminology used by Sperber & Wilson (1986/1995) is a little confusing because the literature
usually distinguishes mutual knowledge from common knowledge where mutual knowledge of p means
“everybody knows p” and common knowledge of p means “everybody knows that everybody knows p (re-
cursively)” (see Vanderschraaf & Sillari, 2022, for an overview). So what Sperber & Wilson (1986/1995)
actually refer to here when they use the term “mutual knowledge” is what is traditionally referred to as

37



Chapter 1. Language for communication

and decoding time requires interlocutors to perform an infinite series of recursive checks
across each other’s knowledge, which seems psychologically implausible in the standard
time frame usually allotted to encoding and decoding in communication (Sperber & Wilson,
1986/1995, p.18).

Now, as Lewis (1969/2002) fundamentally stresses, this “infiniteness” of recursion is a
theoretical idealization and is not supposed to have any real psychological bearings:

Note that this is a chain of implications, not of steps in anyone’s actual rea-
soning. Therefore there is nothing improper about its infinite length.

Lewis (1969/2002, p.53)

Though Schelling (1960/1965, p.54) shows with his “department store example” that this
idealization could be a relatively good psychological approximation nonetheless: if you and
I are looking for each other in a department store, the situation does theoretically require us
to perform an infinite number of recursive checks about our respective assumptions—Where
could you possibly think I could think you could think [. . .] I am? and vice versa—and yet
we do seem to be able to manage those situations in our daily lives nonetheless.

Be that as it may, Sperber & Wilson (1986/1995) precisely take issue with the fact that
mutual knowledge is an idealization—not a reality, in fact, but:

[. . .] an ideal people strive for because they [. . .] want to avoid misunderstanding
whenever possible.

Clark & Marshall (1981, pp.18–19)

And even more than with its being an idealization, with its being a theoretical necessity :

Pragmatists have no positive argument that individuals engaging in verbal
communication can and do distinguish mutual from non-mutual knowledge.
Their only argument is a negative one: if mutual knowledge does not exist
in the form required by the code model of verbal communication, then the
code model is wrong. Since they see the code model as the only possible
explanation of communication, they cling to the mutual-knowledge hypothesis.
Instead of adopting the code model, seeing that it commits us to the mutual-
knowledge hypothesis, and then having to worry about how this hypothesis can
be empirically justified, we want to approach things the other way around. We
see the mutual-knowledge hypothesis as untenable. We conclude, therefore,
that the code theory must be wrong, and that we had better worry about
possible alternatives.

Sperber & Wilson (1986/1995, pp.20–21)

“common knowledge” in the literature. To avoid adding further confusion to the mix, I will stick to their
original terminology and use the term “mutual knowledge”, but bear in mind that I am using it here to
refer to “common knowledge”.

38



1.5. Communication beyond mutual understanding

I have chosen to begin this section with the critique or the mutual knowledge hypothesis
from Sperber & Wilson (1986/1995, §1.3) for the argument as much as for the argumenta-
tion itself. Because what the quote from Sperber & Wilson (1986/1995, pp.20–21) above
fundamentally stresses is that the mutual knowledge hypothesis is not something that
unfolds naturally from careful empirical observation and investigation, but a theoretical
necessity and as such an assumption—something that actually needs to be true in order
to satisfy some other theoretical requirement that precedes it in the overall theory; some
other presupposition, in fact. Here, the presupposition in question is the idea that human
communication proceeds by means of a shared code between all communicating parties—a
“shared code presupposition” which is the main target of Relevance Theory which argues
that human communication is much more inferential than coded and which pushes for
abandoning the code model altogether in favor of a more inferential theory of human
communication.

Yet, the code model is not reducible to this shared code presupposition alone: as
most theories, it rests on a set of presuppositions and another one of its foundational
assumption is what I call the “presupposition of mutual understanding”—the assumption
that communication proceeds by duplicating a message (or “thought”) from the mind of
a speaker into the mind of an interpreter.24 It is the very assumption that lies behind
the formal characterization of communication success as the strict identicity of encoded
and decoded messages in the code model. My purpose here then, and throughout this
Section 1.5, is to argue that the exact same type of reasoning can be carried out regarding
the presupposition of mutual understanding than with the shared code presupposition. Just
like the idea that language proceeds by means of a shared code between communicating
parties, the idea that communication consists in mutual understanding is a presupposition
of the code model—an assumption that is taken for granted but that is actually far from
being empirically justified. And just like the shared code presupposition before it, I will
argue, it is a presupposition that can and should be changed.

1.5.2 The requirement of shared meaning

Do others understand what we say or write? Do we understand them? These
are questions not often addressed in language theory. Those professionals who
work in language theory—literary theorists, linguists, philosophers of language,
communication theorists, semioticians, theorists of rhetoric, discourse analysts,
etc.—are more interested in the problem of specifying what it is to understand
and how we understand than in asking whether we understand. Apparently, the
fact that communicators ordinarily understand each other is a pre-theoretical
given, the sine qua non of academic discourse on language, meaning, and inter-
pretation. Consequently, asking whether we understand our fellow communi-

24In his book On Writing: A Memoir Of The Craft, Stephen King answers the question “what is
writing?” by saying:

Telepathy, of course. (King, 2014, p.103)

I am grateful to Jacques Moeschler for pointing me to this reference.

39



Chapter 1. Language for communication

cators is typically treated as the sort of non-serious question that only a radical
sceptic would even consider raising.

Taylor (1992, p.3)

Any presupposition of a scientific theory can generate in turn a set of assumptions that
crucially depend on it and are mobilized to make the axiomatic system hold together in a
consistent fashion. The presupposition of mutual understanding is no exception, as it gen-
erates what I call “the assumption of shared meaning”—which is part of what Taylor (1992)
calls the “dogma of the double conformity” (Definition 13) and which Locke (1690/2004)
originally considered to be one of our fundamentally mistaken beliefs about language (see
Taylor, 1992, pp.27–46, for details).25

Definition 13 (Dogma of the double conformity)
Our actions are formed on the presupposition that the ideas we signify by our
words are the same ideas as others signify by those words and that our ideas
accurately represent things.

Adapted from Taylor (1992, pp.28–29)

The articulation between the presupposition of mutual understanding and the assumption
of shared meaning is actually made explicit by Locke (1690/2004) when he tells us that:

And hence it is, that men are so forward to suppose, that the abstract ideas
they have in their minds, are such as agree to the things existing without them,
to which they are referred; and are the same also, to which the names they give
them, do, by the use and propriety of that language belong. For without this
double conformity of their ideas, they find they should both think amiss of
things in themselves, and talk of them unintelligibly to others.

Locke (1690/2004, II.xxxii.8)

And indeed, as Taylor (1992) explains:

Locke takes our mistaken belief in intersubjective conformity [shared meaning]
to be derived from our taken-for-granted belief that communicators ordinarily
understand each other [mutual understanding]. In other words, the reason
people believe that the idea they attach to a word W must be the same as the
idea other people attach to W is that, if this were not the case, they would
fail to communicate with others whenever they used W. But this conclusion
seems to clash with commonsense: that is, people ordinarily take themselves to
communicate successfully with their interlocutors. Thus, according to Locke,
because they believe themselves to be communicating successfully whenever
they use words such as W, they therefore believe that other people attach the
same ideas to words that they do.

25For an overview of Locke’s philosophy of language, see also (Powell, 2021; Hill, 2021).
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Taylor (1992, p.29)

In other words, the assumption of shared meaning is a theoretical requirement that derives
from the presupposition of mutual understanding itself: it needs to be true in order to
satisfy that presupposition. In fact, the argument seems rather intuitive, for how could we
understand one another indeed if we did not share meaning in the first place?

[P]eople do not associate any old concept to a word. Instead, they learn through
socialization which concepts go with which words. So, as a child, you learned
that dog refers to a certain kind of animal. If you first developed the hypoth-
esis that dog refers to any four-legged mammal, you would soon find yourself
miscommunicating with people. They would not understand you when you
referred to a sheep as dog, and you would not understand them when they said
that all dogs bark, and so on. Thus, there is a social process of converging on
meaning that is an important (and neglected) aspect of language [. . . ]

Murphy (2002, p.391)

Yet, for Locke (1690/2004), this assumption of shared meaning is actually misguided:

[M]en talk to one another, and dispute in words, whose meaning is not agreed
between them, out of a mistake, that the signification of common words, are
certainly established, and the precise ideas, they stand for, perfectly known;
and that it is a shame to be ignorant of them. Both which suppositions are
false: no names of complex ideas having so settled determined significations,
that they are constantly used for the same precise ideas.

Locke (1690/2004, III.xi.25)

However, his position seems to contradict one of our most basic intuition about language
and meaning, namely that “the meanings of individual words are by and large shared and
stable” (Jackman, 2020, p.1). So do we, in fact, share meaning with one another?

Answering that question is actually far from trivial, but what is interesting about it is
that it has very practical consequences. In the field of computer science, for instance, the
assumption of shared meaning originally lead computer scientists in the 1980s to try and
design text-based (verb-mediated) user interfaces to personal computers before settling for
the graphical interfaces we are now most widely accustomed to. What happened which
made them give up on those text-based interfaces is that they faced the extent of the
subjectivity of meaning: users turned out never to use quite the same words to refer to
the same functions/concepts, or to think of the same functions/concepts when using the
same words, rendering those text-based interfaces unusable in practice (see Ludlow, 2014,
pp.73–75 for the original argument). To be more specific, Furnas et al. (1987) show that
the probability that any two person would use the same word to refer to the same function
ranges between 7% and 18% only, and that when they do use the same word to refer to
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some specific function, the probability that they have the exact same function in mind is
actually only about 15% (see also Brennan, 1998, on that point).

Marconi (1997, ch.3) tells us that we should expect word meaning to vary widely across
speakers given how language should reflect what Putnam (1975) calls the “division of
linguistic labor”, itself deriving from the division of non-linguistic labor, so that difference in
expertise should translate as difference in conceptual knowledge and ultimately as difference
in lexical knowledge. But he also tells us that a non-negligible part of the lexicon should
remain immune to such knowledge effects, especially for “concrete” and common nouns.
After all, everybody knows what a spoon is, for instance, so it does not seem unreasonable
to assume that we should all share the same meaning for such words. Yet Labov (1973)
actually shows in his seminal work on the semantics of tableware items that even for such
concrete words as mug, cup, bowl and vase denotation could vary widely from one person
to the next, especially if you started modifying specific properties of the object in question
such as width, depth, content or even presence or absence of a handle.26

Truth is that most of the time we take shared meaning for granted and do not really
question whether or not it exists. Just like we do not really question whether people do
understand one another in communication, we do not really question whether shared mean-
ing exists, but focus rather on what it is made of and how it should be characterized in
practice. Confronted with the subjectivity of meaning, some propose to distinguish pub-
lic “concepts” from private “conceptions” (Burge, 1989/2007; Millikan, 2000)—or objective
“thoughts” from subjective “ideas” (Frege, 1897/1979)—so as to accommodate subjectivity
all the while not renouncing the assumption of shared meaning by separating the pur-
portedly shared, public and objective aspects of meaning from the idiosyncratic, private
and subjective aspects of our beliefs and knowledge about the world. In some sense, the
suggestion does not seem quite unreasonable, for isn’t there something “objective” about
the world that persists irrespective of what we believe or know it to be?

When you and I look at the sun, my act of perception is distinct from your act
of perception, but this should not lead us to conclude that the object perceived
is also different for us. Indeed not, we both perceive numerically the same
object: the sun.

Taylor (1992, p.102)

And whether I believe a cat to be typically grey or striped, big or small, cute or scary, and
whether I disagree with you on the matter or not, isn’t it possible for me to understand you
regardless when you tell me that “there is a cat on the mat”? To even say that we “disagree”

26Malt (2020) tells us more or less the same thing today, when she says that:

For large samples of pictures of dishwares, household containers, and instances of locomotion,
the mean agreement on the name produced to a stimulus by healthy native speakers has been
found to range from 52% to 83% depending on language and domain [(see Footnote 5 in Malt
et al., 2015, for details)]. (Malt, 2020, p.244)
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about what a cat is, don’t we need to agree on what we disagree in the first place? (see
Jackman, 2020, especially §3.2). As Chomsky (2000) rightly emphasizes, however:

It seems that other cognitive systems—in particular our system of beliefs con-
cerning things in the world and their behaviour—play an essential part in our
judgements of meaning and reference, in an extremely intricate manner, and it
is not at all clear that much will remain if we try to separate the purely lin-
guistic components of what in informal usage or even in technical discussions
we call the “meaning of a linguistic expression”. I doubt that one can separate
semantic representation from beliefs and knowledge about the world.

Chomsky (1979/2007, p.142)

In fact, most of those techniques attempting to objectivize shared meaning boil down to
marginalizing subjectivity one way or another—either by saying that it does not really
exist, or that it does not actually matter. But the practice is untenable, for as Pelletier
(2017) fundamentally summarizes:27

[D]ifferent subjects give individually different results on the many tasks about
meaning that have been administered over the decades in cognitive psychology.

Pelletier (2017, p.74)

In the end, however, shared meaning may not matter much for mutual understanding
actually, for it does not seem to constitute a necessary (let alone sufficient) condition to
guarantee communication success:

The fact that a public word exists, and is successfully used in communication,
does not make it safe to assume that it encodes the same concept for all suc-
cessful users; and in any case, the concept communicated will only occasionally
be the same as the one encoded. Communication can succeed, despite possible

27 For a recent account, see (Lupyan et al., 2022; Duan & Lupyan, 2023). Else, to illustrate Pelletier’s
point concretely: psychological experiments on lexical meaning—which typically ask subjects to grade lists
of word pairs on a ten-point scale, or triangular arrays of words by choosing among a pair of word the most
similar to a referent word—exhibit mixed levels of agreement across subjects: from 44% to 63% on word
pairs and from 45% to 66% on triangular arrays depending on the categories being tested for (Hutchinson &
Lockhead, 1977). You could think that those results are artifactual of experimental setups that study word
meaning in isolation and separated from (sentential) context, but truth is that lexical substitution tasks do
not fare much better: agreement ratings across subjects settle for a low 28% in (McCarthy & Navigli, 2009)
and as low as 19% in (Kremer et al., 2014) and 16% in (Sinha & Mihalcea, 2014). In (Federmeier & Kutas,
1999) expectations regarding missing words in a clozed test average at 74%, while ranging from 17% to
100% depending on tested items. Even if we took “shared meaning” to only apply to some specific aspects
of lexical or conceptual structure, such as “cores” (e.g. Barsalou, 1982, 1989) or “prototypes” (e.g. Rosch,
1973, 1975, 1978) the question would be far from settled. Indeed Barsalou (1987) shows in a large-scale
replication study that agreement on prototypes actually ranges between 45% and 50% across subjects,
significantly below the original 90% reported by (Rosch, 1975). And in the end, both cognitive science
and linguistics alike tell us that concepts may not have cores or stable and/or shared structure, but may
rather be “ad hoc” and constructed on-the-fly as need be (e.g. Casasanto & Lupyan, 2015; Carston, 2019).
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semantic discrepancies, as long as the word used in a given situation points the
hearer in the direction intended by the speaker. [. . .] More generally, it does
not much matter whether or not a word linguistically encodes a full-fledged
concept, and, if so, whether it encodes the same concept for both speaker and
hearer. Even if it does, comprehension is not guaranteed. Even if it does not,
comprehension need not be impaired.

Sperber & Wilson (1998, p.200)

An argument that Chomsky (2000) extends to the notion of “shared language” as well:

It is often argued that such notions as common “public language” or “public
meanings” are required to explain the possibility of communication [. . .] Thus,
if Peter and Mary do not have a “shared language,” with “shared meanings” and
“shared reference,” then how can Peter understand what Mary says? (Interest-
ingly, no one draws the analogous conclusion about “public pronunciation.”) [. . .]
But these views are not well founded. Successful communication between Peter
and Mary does not entail the existence of shared meanings or shared pronunci-
ations in a public language [. . .] any more than physical resemblance between
Peter and Mary entails the existence of a public form that they share.

Chomsky (2000, p.30)

So maybe we do not need the assumption of shared meaning in our theory of language
and communication, as we do seem to be able to account for our intuitions of “commu-
nication success” without it. But what if we did not need the presupposition of mutual
understanding either, actually? What if we could separate the question of communication
success from that of mutual understanding, and retain the former while getting rid of the
latter? What if we did not understand each other after all?

1.5.3 The subjectivist approach to communication

When I look at my feet, they tell me that the Earth is flat. This seems intuitive, common
sense. And yet, it is not (Asimov, 1972). But there is something about the Earth, some-
thing about its size especially, that makes it possible for me to foster that illusion. What
if the same was true of language and mutual understanding? What if there was something
about language that made it possible to foster what would prove to be nothing more than
an illusion of mutual understanding?

We have the impression that we largely share meaning with others, and yet when we
look at it closer we see that we overestimate how much we actually do (Martí et al., 2019,
2023). We have the impression that our interlocutors understand us in general, and yet
when we look at it closer we see that we overestimate how much they actually do (Keysar
& Henly, 2002; Lau et al., 2022). Truth is that we are probably much more egocentric in
communication than we think: we always presume that our interlocutors are “like us” by
default, and only take their subjectivity into account when we really have to—that is, only
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when communication actually breaks down (Keysar et al., 1998; Nickerson, 1999). The
problem with communication, however, is that it does not necessarily break down because
of a misunderstanding, and that effective communication is not a guarantee of perfect
mutual understanding either (see Section 1.4.3). In fact, Gärdenfors (2014) makes clear
that what we need to make communication work in general is not so much the confirmation
that we understand one another than the mere belief that we do:

Just as bargainers shake hands after reaching agreement on the terms of a con-
tract, so speakers reach a point at which both believe they have understood
what they are talking about. Of course, they may actually mean different
things, just as the bargainers might interpret the terms of the contract differ-
ently. It is enough that, in a given moment and context, speakers reach a point
at which they believe there is mutual understanding.

Gärdenfors (2014, p.130)

The more fundamental problem with communication seems to be that we often confuse our
intuitions of communicative effectiveness with our intuitions of mutual understanding.28

There is also something about language, meaning and communication in general, that
makes it possible for us to maintain our illusions about shared meaning and mutual un-
derstanding. It is precisely because of underdetermination, for instance, and because the
words that we utter do not even being to convey the richness of our underlying concep-
tual representations, that we can maintain the illusion that meaning is shared. And it is
precisely because communication is not signaling and because human communication does
not systematically trigger overt and immediate behavior feedback from the interpreters
that we can maintain the illusion that we understand one another.

In any case, abandoning the presupposition of mutual understanding is not that easy,
as it appears to pertain to the very nature of communication itself. What would be left of
communication indeed without mutual understanding? Whichever way you decide to flip
the problem, the two notions appears to be fundamentally intertwined, to the extent that
it seems impossible to conceive one without the other.

So what I propose to do here is to proceed step-by-step, and to clarify a few points.
First of all, abandoning the presupposition of mutual understanding does not mean that
we can no longer talk about communication success. What it means, however, is that we
no longer need to characterize communication success in objective terms—as we usually
do with the notions of identicity or sufficient similarity between messages, for instance—as
we no longer need to even compare produced and interpreted messages with one another
and no longer need to talk about “correct” or “incorrect” interpretation either.29 As such,
communication without mutual understanding entails a fundamental change of paradigm

28I will return to that point more specifically in Section 2.3.1.
29Which does not mean that we no longer need to talk about communicative effectiveness in objective

terms, however, but precisely that is a separate matter.
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in how we approach communication itself, since it is now best characterized as the subjec-
tive—rather than intersubjective (and hence objective)—coordination of minds.30

Second, abandoning the presupposition of mutual understanding and the assumption
of shared meaning along with it does not mean that anything goes as far as meaning and
interpretation are concerned. For indeed, subjectivism is too often cast away as a form of
radical meaning relativism leading to potentially absurd situations as the one popularized
by Lewis Carroll (1871/1896) in the following passage of Through the Looking-Glass:

[Humpty Dumpty:] “And only one for birthday presents, you know. There’s
glory for you!”

“I don’t know what you mean by ‘glory,’ ” Alice said.

Humpty Dumpty smiled contemptuously. “Of course you don’t—till I tell you.
I meant ‘there’s a nice knock-down argument for you!’ ”

“But ‘glory’ doesn’t mean ‘a nice knock-down argument,’ ” Alice objected.

“When I use a word,” Humpty Dumpty said in rather a scornful tone, “it means
just what I choose it to mean—neither more nor less.”

Carroll (1871/1896, pp.106–107)

An argument which Winograd (1972) otherwise frames quite clearly as follows:

If the “meaning” of an utterance can only be described in terms of its effects
on a particular understander with a particular history, how do we talk about
inter-subjective meaning at all? Since no two people have identical histories,
and since any aspect of cognitive structure can potentially have an effect on
the processing triggered by a particular utterance, there is a different meaning
for every hearer. There is no objective “right meaning”—only a meaning for
a particular person at a particular moment in a particular situation. Carried
to an extreme, if you interpret my use of the word “dog” as referring to egg-
plant Parmesan, what allows me to argue that you are wrong? We want to

30 For an overview of the concept of “intersubjectivity” in language and discourse, see (Linell, 2017).
For an overview of the concept in the context of linguistic anthropology, see (Enfield et al., 2014, Part
III). In (Enfield et al., 2014), Sidnell (2014) explicitly connects the concept of intersubjectivity with that
of mutual understanding in telling us that:

The structures of talk-in-interaction provide for a form of intersubjectivity or mutual under-
standing that is distinctive in the animal kingdom. (Sidnell, 2014, p.364)

Linell (2017) also tells us that:

[P]reliminary accounts of intersubjectivity often home in on shared understandings among
participants in the situation or community involved. Many scholars have taken intersubjec-
tivity as a necessary assumption or a definitional point-of-departure for successful communi-
cation. (Linell, 2017, p.109)

Else see (Taylor & Cameron, 1987; Zlatev et al., 2008; Froese, 2018; De Jaegher, 2018; Conrad, 2022) and
references therein for relevant references on the concept of intersubjectivity. I will return to the distinction
between intersubjective and subjective coordination in more details in Chapter 2.
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understand meaning in a way that makes sense of the fact that you and I may
not have identical (or even mutually consistent) understandings of “democracy”
or “system,” but we cannot ignore the common sense intuition that there are
broad areas of obvious agreement.

Winograd (1980, p.225)

But precisely, as Winograd suggests, the example here is “carried to an extreme”. The
fact of the matter is that there is ample leeway between my using dog to refer to your
eggplant parmesan and you and I having perfectly identical (or even “similar”, for that
matter) concepts of dog.31 Language leaves out infinite nuance in between shared meaning
and overt conflict, and it is within this infinite nuance that subjectivism steps in.

To give you a sense of my subjectivist intuitions, let me use a mathematical example.
Consider the problem in (1.25), formalized here using some arbitrary mathematical nota-
tion but which can otherwise be translated into plain English as “find all natural numbers
that are strictly greater than three”.

X = {x : x ∈ N, x > 3} (1.25)

This problem could be conceived as some sort of constraint satisfaction problem: in a
sense, the solutions we are looking for must satisfy multiple “constraints” (e.g. be a natural
number; be strictly greater than three) and this problem, as you will have noticed, admits
more than one solution. To be more specific, it actually admits an infinite number of
solutions. Yet, does it mean that “anything goes”? Obviously not: every mathematical
object that does not satisfy all the specified constraints is not a solution in X. The natu-
ral number 2, for instance, is not a solution: x = 2 /∈ X. Now, what does the argument
from Winograd (1980) actually translates to in this case? He tells us that if we do not
agree on the “constraints” (on meaning) there will be conflict: we will not be solving the
same problem. To that, I very much agree. But he also tells us something else: that if
we agree on the constraints on meaning, then we necessarily need to agree on meaning
itself. In other words: meaning (and concept-to-word mapping in this case) is necessarily
a closed-problem, if not actually a puzzle, that is, a problem that admits a single solution.
And yet there is no reason a priori to consider that meaning should be a closed problem
or a puzzle. Why should it be? What prevents us from approaching meaning, language
and communication in general, as a potentially unbounded constraint satisfaction problem
like (1.25)? More interesting now about the constraint satisfaction problem defined above
is that it does not entail any form of intrinsic comparison across solutions—nothing makes
4 a “better” solution to (1.25) than 42, for instance. This is very much the crucial point
I wish to make here: by framing the problem of subjective coordination as a constraint
satisfaction problem, we can readily account for the fact communication may very well

31With Winograd as with Humpty Dumpty, the problem does not arise because interlocutors assign
different concepts to the same label, but because they assign conflicting concepts to the same label—which
makes all the differences.
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tolerate a multiplicity of possible interpretations, all the while getting rid of the objec-
tivization of communication success in a way that requires us to talk about objective (and
hence normative) success or failure of interpretation, and so to intrinsically compare those
interpretations with one another. In subjective coordination, there is no such thing as a
“better” or “worse” interpretation of a communicated signal. This way, we no longer need
to treat subjectivity as a problem. Subjective coordination, as we will see in the next
Chapter 2, will not function despite or against subjectivity but pretty much around it.

When I look at my feet, they tell me the Earth is flat. This seems intuitive, common
sense. Then I go visit my friends, those who leave by the sea. They tell me the Earth
cannot be flat, and that it is most likely round. For why would boats always seem to
sink deeper and deeper into the sea as they sail further and further away from the shore
otherwise? “But how can it look so flat to me, then?”, I ask. So together, we refine our
theory of the round Earth and conclude that the Earth is not only round but big, very very
big—much bigger than any of us, in fact—which is precisely why it can look so flat to me
when I look at my feet. In doing so, we need not contradict anyone’s intuitions, we need
not negate anyone’s subjectivity, or argue that some are necessarily more “correct” than
others. We can actually accommodate them all within a single theory of the big round
Earth by asking a simple question: what is it exactly that we all have the intuition of ?
and understand that, in my case, what I have the intuition of when I look at my feet is
not so much the shape of the Earth than its size. So will I, in the following Chapter 2, try
not to negate or discard our common intuitions about communication success but rather
try to accommodate them all within Subjective Coordination Theory by asking what it is
exactly that they are intuitions of. All this to say that in language and communication, as
in science in general, subjectivity need not be seen as a problem in itself. Problems only
start when we stop at our own subjectivity.
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Chapter

2
Communication as subjective
coordination

2.1 Summary

In this chapter, I introduce Subjective Coordination Theory—my proposal for a psycho-
logical theory of communication that does not rest on the presupposition of mutual un-
derstanding introduced in Chapter 1 and, as such, dispenses itself from the necessity of
shared meaning, shared language and objective communication success.

I begin by detailing how it distinguishes itself from other psychological approaches to
communication by being non-normative, that is, by not framing the problem of interpreta-
tion as having “correct” or “incorrect” solutions (§2.2.1). I then proceed to specify its core
axioms (§2.2.2) and how I propose to operationalize them in practice by relying on the
mathematical concepts of vectors and projections (§2.2.3). I detail how Subjective Coor-
dination Theory constitutes a theory of acommensurability in communication which posits
that meaning, language and interpretation need not be compared across interlocutors in
order to characterize communication success, and treats them all as dynamic entities, con-
stantly changing as functions of occasional context and idiosyncratic experience (§2.2.4).

I argue that our intuitions about communication success are not intuitions of mutual
understanding but intuitions of the smoothness of our communicative interactions, that
is, of how “easy” or “difficult” it is for each of us to make sense of respective communi-
cated signals (§2.3.1). Using a computational simulation, I demonstrate how Subjective
Coordination Theory can account for our intuitions about communication success, and
notably for the virtuous circle of communication—the intuition that the more we com-
municate, the easier it becomes for us to communicate successfully (§2.3.2). I conclude
by pondering on the evolutionary benefits of subjectivity for collective intelligence and
introduce the hypothesis that language could have evolved for the purpose of subjective
coordination (§2.3.3).

I then return to the original question of the communicative function of language intro-
duced in Chapter 1 so as to discuss, this time, the proper characterization of the notion of
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function (§2.4.1). I conclude this chapter on some ethical considerations regarding the field
of evolutionary linguistics at large, and on what I take to be the necessity to leave out moral
considerations in our scientific characterization of the notion of “human nature” (§2.4.2).

2.2 Subjective Coordination Theory

The previous Chapter 1 was a deconstruction chapter. I began by questioning the efficiency
of language as a communication system—all the way down to its effectiveness—and ended
up clarifying the theoretical status of mutual understanding. I argued that it constitutes a
presupposition or an axiom in standard theories of communication, and that it could and
should be changed. This Chapter 2 intends to be a reconstruction chapter. I will introduce
Subjective Coordination Theory—my proposal for a psychological theory of communication
that does not rest on the presupposition of mutual understanding and, as such, dispenses
itself from the necessity of shared meaning, shared language and objective communication
success. Before introducing its axioms more formally in Section 2.2.2, let me begin here
by discussing first how Subjective Coordination Theory fundamentally departs from other
psychological theories of communication, such as Relevance Theory (Sperber & Wilson,
1986/1995) discussed throughout Chapter 1.

2.2.1 A non-normative subjectivism

Subjective Coordination Theory follows what I called in Section 1.5.3 a “subjectivist”
approach to communication. I borrow the terminology from Pelletier (2017) who uses
it to distinguish, on one side, the approach to meaning followed by formal semanticists
and philosophers of language and on the other side, the approach to meaning followed by
cognitive scientists and linguists:

There is a similarity [. . .] between the philosophers of language and the formal
semanticists. They both think of “meaning” as being outside of speakers, as
public, as being in common. Despite whatever other differences there may
be between and amongst them, I therefore will call this merged group The
Objectivists. [footnote omitted]

There is a different similarity [. . .] between the cognitive psychologists and the
cognitive linguists. They both think of “meaning” as something that is inside
speakers, private, as being personal. Despite whatever other differences there
may be between and amongst them, I therefore will call this merged group The
Subjectivists.

Pelletier (2017, p.51)

Being a “subjectivist” in my terminology—just like in Pelletier’s—means first and fore-
most approaching communication as a psychological phenomenon, that is, considering that
“meaning”, “language” or “interpretation” are mental processes or entities that take place in-
sider interlocutors’ heads, and as such are essentially private and potentially idiosyncratic,
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2.2. Subjective Coordination Theory

hence subjective. Where I depart fundamentally from standard psychological approaches
to communication, however, is that my subjectivism does not mobilize any concept of
“similarity” whatsoever, and need not do so precisely because it does not rest on the pre-
supposition of mutual understanding. Indeed, what is important to understand about the
various approaches questioning the requirement of shared meaning mentioned throughout
Section 1.5.2—as illustrated, for instance, by the quote from (Chomsky, 2000, p.30) or
the quote from (Sperber & Wilson, 1998, p.200)—is that they mainly target the require-
ment of public meaning or public language but do not necessarily advocate for abandoning
any notion of “sharedness” in meaning or language whatsoever.32 Their idea is mainly to
replace this requirement of (publicly) shared meaning, shared language or shared interpre-
tation with a more flexible concept of similarity.33 Relevance Theory, for instance, starts
precisely on those terms:

Communication is a process involving two information-processing devices. One
device modifies the physical environment of the other. As a result, the second
device constructs representations similar to representations already stored in
the first device. Oral communication, for instance, is a modification by the
speaker of the hearer’s acoustic environment, as a result of which the hearer
entertains thoughts similar to the speaker’s own. The study of communication
raises two major questions: first, what is communicated, and second, how is
communication achieved?

Sperber & Wilson (1986/1995, p.1, my emphasis in bold)

As a result, one of its main focus has been to argue against the strict identicity of (precise)
messages of the code model, and to advocate for a more flexible approach to communication
success capable of talking about degrees of mutual understanding. Reflecting on what they
take to be the failure of the code model and the semiotics enterprise at large, Sperber &
Wilson (1986/1995) tell us indeed that:

32Remember how, for instance, Chomsky (2000) stresses that the “physical resemblance between Peter
and Mary” did not entail “the existence of a public form that they share” (Chomsky, 2000, p.30) and so
how he still appeals to a notion of “resemblance”.

33Some could even say that all they do is merely displace the problem of shared meaning, shared
language or shared interpretation to that of similarity. This is precisely what Pelletier (2017) takes issue
with, for instance:

It is tempting to say, and many Subjectivists have, [footnote omitted] that communication
does not require “absolute identity” of the corresponding mental items but only that they be
“similar enough”. But this can’t really be made out in a non-circular way, it seems to me. The
hypothesis that two different minds are “similar enough” with respect to their understanding
of some term—say, ‘democracy’—has no empirical content other than simply some antecedent
belief that the two people are understanding what each other says when they talk, despite
their differences in acquisition of the relevant concepts. But that was precisely the (alleged)
fact that the “similarity” was hypothesized to explain. The very nature of the Subjectivist
notion of concept makes it impossible to give an independent criterion of “similar enough”.
Contrast this with the Objectivist claim that there literally is something—something in
reality—that the participants both grasp. (Pelletier, 2017, p.53)
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This failure is instructive. What a better understanding of myth, literature,
ritual, etc., has shown is that these cultural phenomena do not, in general,
serve to convey precise and predictable messages. They focus the attention of
the audience in certain directions; they help to impose some structure on expe-
rience. To that extent, some similarity of representations between the artists
or performers and the audience, and hence some degree of communication, is
achieved. However, this is a long way from the identity of representations which
coded communication is designed to guarantee. It is not clear how the type of
communication involved in these cases could be explained in terms of the code
model at all.

Sperber & Wilson (1986/1995, p.8)

Now, Relevance Theory certainly does share a certain “Lockean skepticism” about mutual
understanding, at least to the extent that it does not take it for granted:

[F]ailures in communication are to be expected: what is mysterious and requires
explanation is not failure but success.

Sperber & Wilson (1986/1995, p.45)

But this skepticism does not go as far as to call into question the presupposition of mutual
understanding altogether. As a matter of fact, its ultimate goal could even be said to be
that of rescuing mutual understanding, and in particular, rescuing it from the critical chal-
lenge posed by underdetermination, which it proposes to achieve by supplementing what
it takes to be an incomplete code model with an inferential device. For Relevance Theory
indeed, if mutual understanding is, in fact, genuinely possible between interlocutors, it is
because interpreters rely on their reasoning abilities to overcome the underdetermination
of communicated messages, which enables them to successfully recover the intended inter-
pretation—an intuition that can actually be traced back to Locke (1690/2004) himself (see
Taylor, 1992, pp.119–122, for details).34

All in all, Relevance Theory does remain well within the paradigm of mutual under-
standing, and in doing so it ascribes to a particular form of subjectivism which I call
“normative subjectivism”. Normative subjectivism is characterized by the fact that it must
objectivize communication success so as to satisfy the presupposition of mutual understand-
ing, despite its considering “interpretation”, “meaning” and potentially “language” itself as
subjective entities. Its essential feature then is that it frames communication success in
normative terms, by considering that there are “correct” and “incorrect” interpretations.
Indeed, in Relevance Theory, we do find explicitly mentioned that:

According to relevance theory, the correct interpretation of an ostensive
stimulus is the first accessible interpretation consistent with the principle of
relevance.

34Though note that, given what I have just said, “mutual understanding” for Relevance Theory would
precisely not be framed only as the strict identicity of interpretations across interlocutors but would also
encompass the relative similarity or partial overlap between those interpretations.
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Sperber & Wilson (1986/1995, p.178, my emphasis in bold)

In contrast, Subjective Coordination Theory adopts what I call a “non-normative subjec-
tivism”, in that it does not need to objectivize communication success since it does not
ascribe to the presupposition of mutual understanding in the first place: in Subjective
Coordination Theory, there is not “correct” or “incorrect” interpretation, and no “better”
or “worse” interpretation either.

However, saying that we need not talk about “correct” or “incorrect” interpretation does
not mean that we can no longer talk about “success” or “failure” in communication. It only
means that success or failure is framed solely in subjective (and biological) terms—in prac-
tice, as cognitive limitations of the interpreter, as we will see in Section 2.3.2.35 Subjective
Coordination Theory does not entail that we can no longer talk about “similarity” either:
it merely changes its theoretical status, by making it optional rather than necessary. As I
will detail later on in Section 2.2.4, Subjective Coordination Theory is what I call a “theory
of acommensurability” in communication: a theory that tells us that language, meaning
and interpretation in general need not be compared, not that they cannot be compared.
This nuance has its importance, for it does not tell us that shared meaning, shared lan-
guage or shared interpretation do not exist, or that they cannot be characterized one way
or another—be it with similarity or otherwise. It merely tells us that those theoretical
devices no longer constitute formal requirements in our theory of communication, all of
which unfolds directly from abandoning the presupposition of mutual understanding.

In Subjective Coordination Theory, there is no correctness of interpretation—let alone
degrees of correctness—and no requirement of “sameness” across interlocutors either, be
it of meaning, or language. This is very much of an epistemological commitment. For
whether or not you did manage to “correctly” interpret my utterance, my point is: some-
thing happened. What exactly is that “something”? This is precisely what Subjective
Coordination Theory intends to find out.

2.2.2 The five axioms of Subjective Coordination Theory

In Section 1.5.1, I insisted on the fact that every scientific theory rests upon a set of
presuppositions (or axioms) that are taken for granted and considered true by definition.
By saying that they are true “by definition”, I do not mean to imply that they cannot
be grounded in intuition or experience—or that they cannot be justified one way or an-
other—but merely that they have a distinct theoretical status than, say, predictions (or
propositions, in the mathematical sense of the term) which are themselves true or false “by
demonstration”, that is, by observation or derivation of (empirical) evidence in accordance
with the original set of presuppositions or axioms. In this section, I would like to intro-
duce the set of axioms that ground Subjective Coordination Theory, and detail whenever
possible the intuitions or justifications that motivated them in the first place.

35Communication will fail if and only if an interpreter is unable to make sense of a communicated signal,
that is, if they are unable to find or construct an interpretation of the communicated signal within their
conceptual space.
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Subjective Coordination Theory rests on five axioms: the Axiom of Productivity (Ax-
iom 1), the Axiom of Atomic Compositionality (Axiom 2), the Axiom of Underdeter-
mination (Axiom 3), the Axiom of Making Sense (Axiom 4) and the Axiom of Least
Effort (Axiom 5).

Axiom 1 (Productivity)
Human cognition is unbounded: it can theoretically entertain an infinite num-
ber of thoughts.

Axiom 2 (Atomic Compositionality)
Every thought can be decomposed as a finite combination of conceptual atoms
called the primitives.

Axiom 3 (Underdetermination)
Any overt behavior or external stimulus underdetermines its corresponding
mental representation.

Axiom 4 (Making Sense)
Human cognition strives to process external stimuli.

Axiom 5 (Least Effort)
Human cognition strives to minimize processing cost.

The Axiom of Productivity (Axiom 1) and the Axiom of Atomic Compositionality (Ax-
iom 2) characterize what is traditionally referred to as the property of discrete infinity—the
foundational assumption that human cognition makes “infinite [use] of finite means”, as per
the famous quote of Humboldt (1836/1988):

[L]anguage is quite peculiarly confronted by an unending and truly boundless
domain, the essence of all that can be thought. It must therefore make infinite
employment of finite means, and is able to do so through the power which
produces identity of language and thought.

Humboldt (1836/1988, p.91)

Note that Subjective Coordination Theory makes no particular commitment as to what
constitutes the nature of “thoughts”, other than the fact that they are mental phenomena
taking place in the mind of an individual.36 Notably, it does not assume that thoughts are
necessarily distinct from “emotions” or “sensations”, or that they require “conscious aware-
ness” or are the sole product of conscious psychological experience. In what follows, I will
refer to “thoughts” and “concepts” interchangeably, and make no particular commitment as
to the nature of concepts either, other than the fact that they are mental representations.37

36Which certainly does presuppose the existence of something called “the mind”, but this is something
I will take for granted.

37Not differentiating thoughts and concepts will make it easier to formalize concept composition as a
closed mathematical operation over the set of concepts C later on in Section 2.2.3. Framed this way, the
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If the Axiom of Productivity (Axiom 1) focuses on the unboundedness of human cogni-
tion, the Axiom of Atomic Compositionality (Axiom 2) focuses on the “finite means” that
make this unboundedness possible.38 In Subjective Coordination Theory, every though or
concept can be decomposed as a finite combination of primitives, and can be so because
it is always produced compositionally.39 Focusing on the decomposition rather than pro-
duction aspect of compositionality in Axiom 2 merely serves to emphasize that thoughts
and concepts need not systematically be composed “from the ground up” (that is, all the
way from primitives) but can be composed from a set of pre-existing concepts, themselves
already composed from those primitives or from other pre-existing concepts. What remains
invariant, however, is that all thoughts and concepts are always decomposable as a finite
combination of primitives, even when the corresponding combination process remains in-
tractable (i.e. when we do not know which pre-existing concepts were combined to form
the conceptual representation at hand). The set of “primitives” or “conceptual atoms”,
noted as P , refers to the “building blocks” of human cognition that are assumed to be
biologically shared by all human beings by virtue of them being humans. Combined with
the compositional operator, noted as +, which enables the combination of those build-
ing blocks together, they constitute the formal characterization of human cognition. In
Subjective Coordination Theory, to have a “human mind” is to be equipped with (P,+).
Such a characterization makes it possible to keep the objectivization of human cognition
to a minimum: all humans start off from the same point with respect to the state of

combination of any two concepts will produce a concept, and we need not attribute different ontological
status to “complex” and “simple” concepts/thoughts, and therefore need not define different input and
output domains for the function modeling concept composition. Mathematically speaking, binary concept
composition can thereby simply be defined as a closed operation under C, with domain: C × C → C.

38By approaching the mind as a computational system, Subjective Coordination Theory certainly does
share some theoretical affinity with the Computational Theory of Mind (see Rescorla, 2020, for an overview)
or the Language of Thought Hypothesis (LOT; Fodor, 1975, 2008). I say “some” here because I am not
quite sure, for instance, of whether Subjective Coordination Theory would satisfy LOT’s requirement of
systematicity, given how strongly I am willing to commit to a contextualist and dynamic approach to
cognition that would make it possible for the same linguistic expression to be associated with different
conceptual representations across individuals, or across the same individuals at different points in time.
And that is to say nothing of the principle of compositionality itself, and whether the framing of Axiom 2
would actually be considered acceptable by either theories in the first place. The question certainly deserves
a thorough examination, but I leave that to future work.

39Nefdt (2020) distinguishes what he calls “process compositionality” from “state compositionality”,
which I believe captures a similar distinction:

The most common kind of compositionality discussed in the literature [. . .] is what I will
call Process Compositionality. The central idea is that the property of compositionality is
located at the procedural level. What this means is that if a compositional procedure, such
as a rule-to-rule mapping, is followed then the system in question is process compositional.
[. . .] State compositionality, on the other hand, is a property of a structure identified by
the possibility of decomposing that structure or state into smaller meaningful units. A
helpful analogy is a puzzle here. A puzzler might have used particular heuristics to construct
the overall picture (corners first, left to right, colour matching etc.) yet the state of the
completed puzzle can be deconstructed (for later reconstruction, perhaps) in terms of other
meaningful arrangements (ignoring the case of randomly deconstructing here). The state
of a system itself can be said to compositional in this sense if it can be subdivided into
meaningful parts. However, state compositionality is theoretically independent of process
compositionality (although in many cases they do coincide) (Nefdt, 2020, pp.55–56).
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their conceptual space (i.e. set of concepts) and every conceptual space should then evolve
idiosyncratically as a function of experience—new concepts being added to the concep-
tual space as pre-existing ones are composed in response to experienced stimuli. Such
considerations take inspiration from Chomsky (2000), notably when he tells us that:

The only (virtually) “shared structure” among humans generally is the initial
state of the language faculty. Beyond that we expect to find no more than
approximations, as in the case of other natural objects that grow and develop.

Chomsky (2000, p.30)

The Axiom of Underdetermination (Axiom 3) takes inspiration from the principle of
linguistic underdetermination introduced earlier in Section 1.4.1, but extends it to all forms
of behavior or stimulus at large—linguistic and non-linguistic alike. Axiom 3 applies both
ways: it tells us that the same overt behavior could have been produced by many different
mental processes (or correspond to many different mental representations, either across
different individuals or within the same individuals across different points in time) and
that any given external stimulus can also be processed mentally in many different ways. In
short, it states that there exists a one-to-many mapping between behavior/stimulus and
mind, across individuals and across time.

The Axiom of Making Sense (Axiom 4) and the Axiom of Least Effort (Axiom 5) pro-
vide the theoretical grounds for characterizing communication success in a non-normative
subjectivism. In Subjective Coordination Theory, to interpret a communicated signal be-
comes the process of trying to make sense of that signal by doing one’s best using whatever
one has at their disposal (conceptually). I take inspiration here from Wang (2019) who,
upon reflecting on the definition of “artificial intelligence”, details what he takes to be the
critical difference between minds and machines:

My own opinion about the aim of AI started from the vague feeling that tradi-
tional computational systems are based on a design principle that makes them
very different from the human mind, and that this principle can explain many
other differences between the machine and the mind: A program is tradition-
ally designed to do something in a predetermined correct way, while the mind
is constructed to do its best using whatever it has. Consequently, absolute cor-
rectness or optimality of solutions should not be used as the design criteria for
a mind-like system [. . .]

Wang (2019, p.16)

Axiom 4 takes inspiration from the communicative principle of relevance (Definition 8)
and the presumption of optimal relevance (Definition 9) although it generalizes them to
all kind of external stimuli (linguistic and non-linguistic alike) and adopts a slightly dif-
ferent perspective, focusing on the ability of the subject rather than the property of the
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stimulus—following the considerations I developed in Section 1.3.3. Its underlying as-
sumption is that the mind is constantly “in processing”—whether consciously or not—and
that interpretation is a process that is triggered by the environment rather than mobilized
consciously at will.

Axiom 5, finally, follows the longstanding Principle of Least Effort found in psychology
and cognitive science at large—be it in (Zipf, 1949) or later on in (Sperber & Wilson,
1986/1995) with their relevance-guided comprehension heuristics (Definition 10)—and sets
the fundamental constraint that guides the overall interpretation process. In Subjective
Coordination Theory, to “make sense” of an external stimulus is to produce a subjective
interpretation of that stimulus that minimizes as much as possible the cognitive cost of the
interpretation process.

2.2.3 Operationalizing the axioms: vectors and projections

In Section 2.2.1, I mentioned that abandoning the presupposition of mutual understanding
did not have to imply abandoning all corresponding theoretical devices (such as similarity)
but only required that we rendered them optional rather than necessary. In this section,
I would like to illustrate how, conversely, abandoning the presupposition of mutual un-
derstanding does no have to imply abandoning all corresponding methodological devices
either. Focusing on the particular case of vector and vector space, I propose to illustrate
how Subjective Coordination Theory can make use of such devices to operationalize its
own axioms. In doing so, I intend to introduce some important clarifications that should
facilitate the comprehension of the computational simulation of subjective coordination
that I will introduce later on in Section 2.3.2.

The use of vector and vector space has a long history in the field of cognitive science,
tracing back notably to the connectionist models of the 1990s attempting to model human
cognition through of use of neural networks (see Buckner & Garson, 2019, for an overview).
As Gastaldi (2021) explains, neural networks are, in a sense, nothing more than vector-
processing devices taking vectors as inputs and outputting other vectors in turn:

In their most elementary form, artificial [neural networks] can be seen as ways
of transforming a vector (i.e., a list of numbers) into another vector, through
successive parametrized transformations, [footnote omitted] each of which takes
a vector as an input and yields a vector as an output that will be fed as the
input vector of the next transformation. An input vector is thus fed into the
network that will be transformed into another vector, which will be in turn
transformed into a new one again and again until a final vector, which will be
taken as the output of the procedure. Each one of those successive vectors is
considered as a layer. The existence of multiple layers is what makes neural
networks deep.

Gastaldi (2021, pp.3–4)
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The whole point of appealing to vector and vector space in cognitive science is that one can
then mobilize the full power of linear algebra. Gärdenfors (2014), for instance, introduces
his book on The Geometry of Meaning as follows:

This book [. . .] focuses not on the geography of the mind but on its geometry
[. . .] A central idea is that the meanings that we use in communication can be
described as organized in abstract spatial structures that are expressed in terms
of dimensions, distances, regions, and other geometric notions. In addition, I
also use some notions from vector algebra.

Gärdenfors (2014, p.36)

Historically, vector spaces have proven to be particularly useful methodological tools
for psychological approaches to language and meaning, notably as they make it possible
to model “similarity” as the geometric distance between vectors standing for concepts in
the mind. Yet, as Definition 14 and Definition 15 make clear, vector space and metric are
actually distinct mathematical objects which remain independent from one another. One
can thus perfectly make use of vectors space as a methodological tool to model psychological
concepts without necessarily having to specify any metric whatsoever, the same way that
one can perfectly adopt a psychological approach to communication without necessarily
having to rely on a theoretical concept of similarity.

Definition 14 (Vector space)
A vector space over a field40 F is a set V with two operations: addition, mapping
the Cartesian product41 V ×V to V , and denoted by (x,y) 7→ x+y; and scalar
multiplication, mapping F × V to V , and denoted by (a,x) 7→ ax. Elements
of the vector space V are called vectors, and the elements of the field F are
called scalars. These operations must satisfy the following properties for all
x,y, z ∈ V and all a, b ∈ F:

(i) Commutativity of vector addition: x + y = y + x.

(ii) Associativity of vector addition: (x + y) + z = x + (y + z).

(iii) Existence of an additive identity: There exists an element 0 ∈ V such
that 0 + x = x.

(iv) Existence of an additive inverse: For each x ∈ V there exists an element
−x ∈ V such that x + (−x) = 0.

(v) First distributive law: a(x + y) = ax + ay.

(vi) Second distributive law: (a+ b)x = ax + bx.

40See (Humpherys et al., 2017, Definition B.2.1 p.659) for a formal definition of the concept of “field”.
Typical examples of fields include the set of real numbers R or the set of complex numbers C.

41See (Humpherys et al., 2017, Definition A.1.10 (vii) p.630) for a formal definition of the concept of
“cartesian product”.
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(vii) Multiplicative identity: 1x = x.

(viii) Relation to ordinary multiplication: (ab)x = a(bx).

Adapted from Humpherys et al. (2017, Definition 1.1.3, p.4)

Definition 15 (Metric)
A metric on a set X is a map d : X × X → R that satisfies the following
properties for all x, y and z in X:

(i) Positive definiteness: d(x,y) ≥ 0, with d(x,y) = 0 if and only if x = y.

(ii) Symmetry: d(x,y) = d(y,x).

(iii) Triangle Inequality: d(x,y) ≤ d(x, z) + d(z,y).

The pair (X, d) is called a metric space.

Adapted from Humpherys et al. (2017, Definition 5.1.1, p.180)

In cognitive science and beyond, it is often enough to think of vectors as “arrows” with
coordinates in the space or as “arrays” of (real) numbers. Gallistel (1990), for instance,
clearly points at the coordinate/arrow-based characterization of vectors in his chapter on
“Vector Spaces in the Nervous System” when he states that:

The purpose of this chapter is to review neurophysiological data supporting the
hypothesis that the nervous system does in fact quite generally employ vectors
to represent properties of both proximal and distal stimuli. The values of these
representational vectors are physically expressed by the locations of neural
activity in anatomical spaces of whose dimensions correspond to descriptive
dimensions of the stimulus. The term vector space, which refers to the space
defined by a system of coordinates, has a surprisingly literal interpretation in
the nervous system.

Gallistel (1990, p.477)

Marcus (2001, p.194), on the other hand, defines a vector in his glossary as “An ordered
array of numbers, such as [0, 1, 7]”, rejoining thereby the formalization used in computer
science at large, where a vector is defined as a one-dimensional array, array itself defined
as an ordered collection of elements of the same type (e.g. numbers, see Butterfield et al.,
2016, pp.318 and 1140 for the definitions of “array” and “vector” in computer science).42

Yet, as the formal Definition 14 makes clear, a vector space is actually a much more
complex mathematical object than what those standard characterizations suggest. In fact,
returning to the formal definition of vector space proves particularly useful here, for it
makes clear that a vector space is a powerful mathematical object that has some very

42Or as in the previous quote from (Gastaldi, 2021, pp.3–4).

59



Chapter 2. Communication as subjective coordination

interesting properties as far as Subjective Coordination Theory is concerned. First of all, a
vector space is a set equipped with a binary law of composition (addition) which can serve
to model the mechanism of compositionality between thoughts and concepts modeled as
vectors, so as to satisfy the Axiom of Productivity (Axiom 1). Second, the very idea of
defining vectors as “coordinates” in standard usage evokes the fact that a vector space is
very often equipped with a basis (Definition 16).

Definition 16 (Basis)
A (linear) basis (or a coordinate system) in a vector space V is a set B of
linearly independent vectors such that every vector in V is a linear combination
of elements of B.

Adapted from Halmos (1958/1987, p.10)

For example, in the typical case of distributional models of word meaning illustrated in
Figure 2.1, word meanings are typically modeled as arrow vectors with coordinates in the
standard basis: here e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1) in three dimensions.
Modeling the mind as a vector space equipped with a basis thus allows each concept vector

Figure 2.1: A three-dimensional representation of four word vectors in a semantic space,
with their corresponding coordinates (borrowed from Lenci, 2018, Figure 1).

to be decomposable into a linear combination of basis/primitive vectors, satisfying thereby
the requirement of the Axiom of Atomic Compositionality (Axiom 2).

The methodological innovation of Subjective Coordination Theory, then, arises from
appending to this traditional use of vector space the notion of (mathematical) projec-
tion (Definition 17) so as to operationalize the Axiom of Underdetermination (Axiom 3).
The idea being that the mapping between messages/concepts/interpretations and signals
is best formalized as a mathematical projection, that is, as a mapping from a space of
“higher” dimensionality to a space of “lower” dimensionality, so that information is cru-
cially “lost” by passing from the former modality to the latter. The underlying assumption
is that signals are fundamentally “incomplete”, in that their missing dimensions must be
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“enriched” to form full-fledged messages/concepts/interpretations. The interpretation pro-
cess thus corresponds to a process of “pragmatic enrichment”, where interpreters have to
supplement missing information themselves through subjective interpretation.

Definition 17 (Projection)
Let V be a vector space, S be a subspace of V and D its complemented
subspace in V so that V = S ⊕D, meaning that:

∀x ∈ V ∃!(y, z) ∈ S ×D x = y + z

The projection on S along D is the application:

p :

{
V = S ⊕ D → S

x = y + z 7→ y

The easiest way to conceptualize this notion of projection is to imagine the case where
a three-dimensional object is projected to a two-dimensional plan. Every “point” of the
parallelepipeds in Figure 2.2, for instance, can be formalized as a vector with coordinates
(x, y, z) which, once projected on the xy plane along the z axis, has coordinates (x, y, 0).
As Figure 2.2 crucially suggests, different vectors in an initial space can thus project to

x y

z

x y

z

x y

z

Figure 2.2: An example of three different parallelepipeds with different sets of coordinates,
all corresponding to the exact same black parallelogram when projected on the xy plane
along the z axis.

the exact same vector in a subspace: the three parallelepipeds in Figure 2.2, for instance,
though distinct in either “size” or “location”, all project to the exact same black parallel-
ogram. Given how we “loose” information regarding the initial z coordinate of the vector
upon projection, “reconstructing” a vector in the space from its projection in the subspace
entails that there can exist more than one solution—an infinite number of solution in this
case. Yet, as you can see, not anything goes: any possible solution is constrained by the
direction of projection and must remain alongside the z axis here. Thus, projections al-
low us to straightforwardly incorporate some of the crucial considerations I developed in
Section 1.5.3: they model constraints on interpretation that leave room for a potentially
unbounded set of solutions. Communication, thereby, can become a matter of constraint
satisfaction, and no longer need to be formalized as a closed problem, let alone a puzzle.
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2.2.4 A theory of acommensurability in language and communication

Subjective Coordination Theory is a psychological theory of communication. As such, it
focuses on how communication affects the mind of an individual, not their behavior. Its
explanatory target is therefore communication success, not effectiveness. But it is also a
theory that conceives communication success in a particular way: as the correspondence
between interlocutors’ minds rather than their identity or similarity—an idea which, I
believe, can be found already in (Humboldt, 1836/1988) when he tells us that:

Men do not understand one another [. . . ] by mutually occasioning one another
to produce exactly and completely the same concept; they do it by touching
in one another the same link in the chain of their sensory ideas and inter-
nal conceptualizations, by striking the same note on their mental instrument,
whereupon matching but not identical concepts are engendered in each.

Humboldt (1836/1988, p.152)

This notion of correspondence, however, does not necessarily rule out identity or similar-
ity: Subjective Coordination Theory is a theory of acommensurability in communication,
not incommensurability. It is a theory that posits that meaning, language and interpre-
tation need not be compared across interlocutors in order to characterize communication
success, not that they cannot be compared. Its purpose is to change the epistemological
status of some of the core assumptions that have grounded our theories of communication
so far, not to argue that those assumptions are necessarily unfounded, or that they cannot
be the object of proper scientific inquiry. Saying that “meaning”, “language” or “inter-
pretation” need not be the same across interlocutors to guarantee communication success
does not preclude that they could be the same. But assessing whether they are the same
requires first a theory of objectivity—a theory that can tell us how any two minds are to be
compared in the first place, and what constitutes the independent and objective criterion
we should rely on to do so. It requires then a theory of context—a theory that can tell
us when, where and how the differences between those minds actually matter, and when
they do not and can be safely turned into similarities, or identities. And it requires last a
theory of experience—a theory that can tell us why and how those minds are to be found
in the same configuration at a given point in time.

In the absence of any such theories, then, Subjective Coordination Theory applies a
preventive methodological individualism which has it consider a priori that any experience
grounding the content of a given mind is necessarily singular, and dynamic. This method-
ological individualism, however, does not imply the disconnection between subjectivity
and experience, social or otherwise: in Subjective Coordination Theory, interpretation is
always but the particular encounter between a given stimulus and a particular background
of experiences. Neither does it imply that subjectivity entails full consciousness of one’s
mind, of its state, functioning, or content: Subjective Coordination Theory is ultimately
a theory of subjectivity without ego.
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Now, whether or not any two interlocutors actually end up interpreting “the same thing”
in communication, the point is: not anything goes. Interpretation is a constrained process,
and communication is a constraint satisfaction problem between interlocutors sharing those
constraints. “Shared constraints”, however, does not necessarily entail “shared language”.
First of all, because the constraints on interpretation are never reducible to language itself:
the linguistic signal is always only part of the story. Second, because language acquisition
is in itself pretty much of an open problem as well. Constrained as it may be by the
environment of a speaker/signer (including their social environment of course), a language
always finds itself in a singular configuration in the particular mind of an individual.
Language, then, is but a matter of idiolects, and building a case for “shared language”
from an idiolectal perspective would once again require an objective theory of shared
experience which Subjective Coordination Theory does not provide. Be that as it may,
the idiolectal approach to language adopted by Subjective Coordination Theory remains
primarily rooted in its methodological individualism and its explanatory target: how you
and I communicate with each other—not some hypothetical “average” speaker/signer of
our “public” language—irrespective of how “erroneous” or “partial” our idiolects might be
with respect to that public language.

The very notion of “idiolects” here invariably evokes the opposition with conventional
approaches to language and meaning (Barber & Garcia Ramirez, 2021) reminiscent itself
of a debate tracing back at least to Plato’s Cratylus between the “conventional” and the
“natural” in language and meaning.43 In this traditional opposition, the “conventional”
refers to what is arbitrary and could have been otherwise since it remains a matter of
choice and, more importantly, of collective choice, even if only tacit. In contrast, the
“natural” refers to what is determined, but more importantly to what we cannot change,
and that in any case will not change any time soon: in other words, to what remains the
same for everyone, every time, and to what we have no control over.

But conventions too can be the realm of “stability” against “change”. In Lewis’ (1969/2002)
characterization, at least, conventions are behavioral regularities that constitute solutions
to coordination problems and, as such, should necessarily persist in the absence of external
interferences, given how deviation from the established convention is invariably costly for
everyone. Lewis’ theory is a theory of equilibrium and, as such, a theory of stability that
fundamentally relegates the idea of change to the accidental and the contingent. Biology,

43In this debate, Hermogenes defends a conventionalist approach to word meaning where the association
between a word and its referent is arbitrary and driven by usage:

[N]o one is able to persuade me that the correctness of names is determined by anything
besides convention and agreement. [. . .] No name belongs to a particular thing by nature,
but only because of the rules and usages of those who establish the usage and call it by that
name. (Plato, 1997, 384c–384d, p.103)

while Cratylus defends a naturalist approach to word meaning where the association between a word and
its referent is driven by the essence of the thing the word denotes:

A thing’s name isn’t whatever people agree to call it—some bit of their native language that
applies to it—but there is a natural correctness of names, which is the same for everyone,
Greek or foreigner. (Plato, 1997, 383a–383b, p.102)
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on the other hand, can also be the realm of life, of permanent, continuous and intrinsic
change, not only across species, but also across individual organisms themselves. Let us
remember here indeed what Darwin (1859/2008) originally stressed about his approach to
evolution through natural selection:

No one supposes that all the individuals of the same species are cast in the very
same mould. These individual differences are highly important for us, as they
afford materials for natural selection to accumulate, in the same manner as man
can accumulate in any given direction individual differences in his domesticated
productions. [. . .] Hence I look at individual differences, though of small interest
to the systematist, as of high importance for us, as being the first step towards
such slight varieties as are barely thought worth recording in works on natural
history. And I look at varieties which are in any degree more distinct and
permanent, as steps leading to more strongly marked and more permanent
varieties; and at these latter, as leading to sub-species, and to species.

Darwin (1859/2008, pp.37;42)

Subjective Coordination Theory thus invites us to move past the traditional dichotomy
between the biological and the social—or between the natural and the cultural—and to
embrace the foundational opposition between the static and the dynamic. More than a
theory of communication, then, Subjective Coordination Theory is a theory of the dynamics
of communication: a theory that tells us that meaning, language and interpretation are
dynamic entities, constantly changing as functions of occasional context and idiosyncratic
experience, always potentially distinct from one point in time to the next, and from one
individual to the next. But more fundamentally, it is a theory that intends to shift our
approach to subjectivity in communication, and to no longer treat it as an obstacle on our
way to success, or as a problem we need to solve. As such, it is a theory that opposes
classical views which tell us that:

We need a philosophy of mutual understanding, protecting shared understand-
ing in the face of divergent ways and experiences.

Blackburn (1984, p.8)

And as such, it must anticipate the inevitable critique of those classical views, which will
invariably argue that questioning mutual understanding is necessarily pointless, and most
certainly not a serious and productive scientific endeavor, for:

After all, if we cannot in fact understand what others say or write and if they
cannot understand us, it seems natural to conclude that each of us is little
more than a psychological island: that is, we are isolated solipsists who hear
only the echo of our own voices, all the while believing and acting under the
tragicomic illusion that we are hearing and being heard by others. With such
a conclusion as the only apparent alternative, it is not surprising that language

64



2.3. Subjective coordination in action

theory has consigned the discussion of sceptical doubts about communicational
understanding to the realm of non-serious discourse.

Taylor (1992, p.3)

The best way to address those critiques, I believe, is to demonstrate concretely how Sub-
jective Coordination Theory can prove scientifically productive, so let me now turn to this
question and show you how Subjective Coordination Theory can account for some of the
the fundamental phenomena we wish to explain when theorizing about communication.

2.3 Subjective coordination in action

2.3.1 Intuitions of communication success

As I mentioned already in Section 1.5.1 when introducing the mutual knowledge hypothesis,
normative theories of communication that acknowledge the structural underdetermination
of linguistic signals and the potential pervasiveness of subjectivity have no other choice
but to posit the existence of specific cognitive devices that enable interlocutors to bridge
the gap between their mind and that of others if they wish to accommodate the presuppo-
sition of mutual understanding. How could interpreters otherwise manage to retrieve the
“correct” interpretation of an underdetermined linguistic signal? Mutual knowledge—and
behind it the ability to represent the beliefs as much as the knowledge of others—is actu-
ally but one of the set of cognitive abilities that purportedly enable humans to bridge that
mental gap between self and others, all part of what I call the “principle of intersubjectiv-
ity” (Definition 18).

Definition 18 (Principle of intersubjectivity)
Human beings are equipped with a set of cognitive abilities that enable them
to successfully represent others’ mental state and content. Those include:

1. The ability to share and represent others’ emotions (i.e. empathy);

2. The ability to share and represent others’ desires;

3. The ability to share and represent others’ attention (i.e. shared or joint
attention);

4. The ability to share and represent others’ goals and intentions (i.e. joint
intention);

5. The ability to share and represent others’ beliefs and knowledge (i.e.
Theory of Mind and common knowledge);

Adapted from Gärdenfors (2014, especially §3.1)
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On the other hand, and as we saw in Section 1.5.2, if interlocutors are supposedly able
to bridge that mental gap between self and others, it is also because it is presumed to be
rather small in the first place. As Barsalou (2017) tells us indeed:

[D]ifferent individuals have similar bodies, brains, and cognitive systems; they
live in similar physical environments; they operate in highly-coordinated social
contexts. As a result, different individuals acquire similar distributed networks
for a given concept over the course of development. Within a particular social
group or culture, different individuals’ networks are likely to be highly similar,
given similar coordinated experiences with many shared exemplars. Even across
different cultures, these networks are likely to be highly similar, given that all
humans have similar bodies, brains, and cognitive systems, operating in similar
physical and social environments.

Barsalou (2017, p.15)

The assumption of shared meaning thus takes place within a broader principle which I
call the “principle of (conceptual) homogeneity” that posit a priori “sameness” between
interlocutors’ minds (Definition 19).

Definition 19 (Principle of homogeneity)
Interlocutors should share significant conceptual background given that they all
live in the same world, have similar bodies, similar brains and similar cognitive
systems, and should share similar social experiences grounding their conceptual
representations.

Both principles constitute, in a sense, the two theoretical devices that serve to marginal-
ize subjectivity within the mutual understanding paradigm. The principle of homogeneity
marginalizes subjectivity quantitatively by saying that it should not be that significant in
the first place; while the principle of intersubjectivity marginalizes subjectivity qualitatively
by saying that, even if it ultimately proves to be quantitatively significant, it should not
really matter as it should not prevent us from understanding one another anyway. Those
two principles actually work hand-in-hand and culminate into what I call the “virtuous cir-
cle of mutual understanding” (Definition 20). The general idea being that shared meaning
enables mutual understanding, which reinforces it in turn. Linell (2017) makes that point
clear when he tells us that:

Many scholars have taken intersubjectivity as a necessary assumption or a
definitional point-of-departure for successful communication. [. . .] In addition,
interlocutors must surely enter the conversation with something in common
with regard to the topics raised, and their interaction will normally serve to
increase the range of sharedness.

Linell (2017, p.109)
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Definition 20 (Virtuous circle of mutual understanding)
The more interlocutors successfully communicate with one another, the more
conceptually homogeneous they should become; and the more conceptually
homogeneous they are, the easier it should become for them to successfully
communicate with one another.

The assumption is largely present in the cognitive science literature, especially within
interactive approaches which formalize communication as a back-and-forth process of con-
ceptual alignment between interlocutors (Pickering & Garrod, 2004, 2006, 2013, 2021).
Garrod & Pickering (2009), for instance, tell us that:

Alignment is typically achieved (to an extent that makes people believe that
they generally understand each other), because people start off at a very good
point. They communicate with other people who are largely similar to them-
selves, both because they process language in similar ways and because they
share much relevant background knowledge.

Garrod & Pickering (2009, p.294)

Meanwhile, Pickering & Garrod (2004, §2.4) tell us that “alignment at one level leads to
alignment at another” so that we can expect successful alignment between interlocutors to
increase conceptual homogeneity in turn, even if that process is expected to be slow and
partial at best (Pickering & Garrod, 2006, §3.3).

Such theories—and more generally, all those which commit to the virtuous circle of mu-
tual understanding—are what I call “theories of intersubjective coordination”: they abide
to the presupposition of mutual understanding and formalize communication as some form
of intersubjective coordination accordingly, which manifests itself notably by their ob-
jectivizing communication success as mutual understanding. In the case of Pickering &
Garrod (2004, 2006, 2013, 2021) mutual understanding becomes a matter of aligning “sit-
uation models” across interlocutors, which they define—following (Zwaan & Radvansky,
1998)—as multi-dimensional representations of the situation under discussion (encoding
space, time, causality, intentionality and reference to main individuals under discussion)
assumed to capture what people are “thinking about” during conversation (see Pickering
& Garrod, 2004, §2.1, for details). The distinction they operate between situation models,
background knowledge and linguistic representations allows them to easily accommodate
the possible pervasiveness of subjectivity, all the while remaining within the paradigm of
mutual understanding: communication can prove successful between interlocutors despite
possible discrepancies across their respective background knowledge or linguistic represen-
tations, so far as their situation models can be interactively aligned during conversation (see
Pickering & Garrod, 2006, §1). To them, then, the solution to underdetermination and sub-
jectivity is to be found in the interactive nature of communication, and they consequently
propose to revisit the standard characterization of communication conceived as a passive
sender–receiver game between interlocutors—as typically found in the code model—and to
replace it with a dynamic process of interactive alignment accordingly.
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Subjective Coordination Theory, on the other hand, formalizes communication as sub-
jective coordination plain and simple. Since it does not commit to the presupposition of
mutual understanding, it need not objectivize communication success as the identicity (or
even similarity) of interpretations, and need not operate a formal distinction between
“situation models” and “background knowledge” or “linguistic representation”—or between
“interpretation” and “meaning” more generally. In Subjective Coordination Theory, an in-
terpretation is nothing more than a composition of pre-existing concepts (i.e. “meanings”)
and so a concept itself—and yet conflating the two notions does not prevent it from be-
ing able to account for the dynamic and contextual aspects of communication, as we will
see throughout Section 2.3.2. More generally, abandoning the presupposition of mutual
understanding means that Subjective Coordination Theory need not appeal to any such
theoretical devices as the principle of intersubjectivity or the principle of homogeneity to
account for communication success: in Subjective Coordination Theory, communication
can be successful between interlocutors without them having to successfully represent each
other’s mind or be “conceptual homogeneous” in any way, since “success” is there defined
in purely subjective terms and as the ability for an interpreter to find or construct an in-
terpretation of the communicated signal at hand compatible with the potential singularity
of their respective conceptual space.44

But how exactly is Subjective Coordination Theory then supposed to account for the
intuition underlying the virtuous circle of mutual understanding? Changing the presup-
positions of our theories is one thing, but we still need them to be able to account for the
phenomena we would like to explain in the first place. Definition 20 may be framed here
using some specific theoretical devices, it still intends to capture a fundamental intuition
about communication, namely, that the more we communicate with each other, the more
we seem to be able to understand one another.

The problem with that intuition, however, is that it involves the ability to straightfor-
wardly evaluate mutual understanding which, as I discussed in Section 1.4.3, is far from
given. First, because mutual understanding is not actually manifested behaviorally in
communication, and because even if communicative effectiveness is, it offers no guaran-
tee of mutual understanding itself as communicative effectiveness is neither necessary, nor
sufficient to attest of mutual understanding. Second, because communication does not

44Which does not preclude that they could successfully represent each other’s mind or that some form
of conceptual homogeneity could actually exist between them. With respect to the principle of intersub-
jectivity, the point is not to negate the existence of a wide range of experimental evidence suggesting that
human beings can, and often do, mobilize representations of each other’s mental state and content during
communication—be it during the production or the interpretation of utterances. The point here is only to
stress that they need not do so successfully, which is the keyword in Definition 18 indeed. In Subjective
Coordination Theory, interlocutors need not necessarily produce a representation of other minds that is
“correct” in order for communication to proceed, and succeed (they can satisfy shared constraints on inter-
pretation without necessarily converging to identical of even “similar” solutions/interpretations). This way,
it should become possible to accommodate evidence of our “egocentric bias” in communication, and more
generally accommodate the fact that successful intersubjectivity is far from given, and that communica-
tion often seems to proceed nonetheless, despite interlocutors lack of awareness of their own “failures” (see
Nickerson, 1999; Keysar & Henly, 2002; Keysar et al., 1998, 2003; Kruger et al., 2005; Savitsky et al., 2011;
Lau et al., 2022, and references therein for a comprehensive overview).
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necessarily trigger overt and immediate behavioral response from interlocutors anyway, so
that our intuitions of mutual understanding are more often than not grounded in the mere
absence of overt conflict rather than the confirmed presence of agreement between us.

So, once again, we need to understand exactly what it is that we have the intuition of
with those intuitions of mutual understanding. As I said in Section 1.5.3, we often seem to
confuse intuitions of communicative effectiveness for intuitions of mutual understanding,
but there are actually two separate claims in that statement. The first one is that we take
our intuitions of communicative effectiveness to be intuitions of communication success.
The second is that we take our intuitions of communication success to be intuitions of
mutual understanding. My claim here is: we do have intuitions of communication success,
but those intuitions are actually not intuitions of mutual understanding, and not intuitions
of communicative effectiveness either. What are they intuitions of, then? Calling on
to Quine (1990/1992) here can help, for he tells us that:

Success in communication is judged by smoothness of conversation, by frequent
predictability of verbal and nonverbal reactions [. . .] What is utterly factual is
just the fluency of conversation [. . .]

Quine (1990/1992, p.43)

What I propose to argue then is that our intuitions of communication success are, in
fact, intuitions of the “smoothness” of our communicative interactions. That is, they are
intuitions of the cognitive cost of those interactions; of the processing effort involved in
interpreting our communicated signals; of how “easy” or “difficult” it is for each of us to make
sense of one another. They are intuitions that pertain to the process of interpretation, not
to its output. In short: they are intuitions of understanding, just not mutual understanding.

Just like mutual understanding, smoothness is clearly distinct from effectiveness: a
communicative interaction can be smooth without it being effective, and vice-versa. Some-
times, our conversations can even have no other purpose than to be smooth. In such cases,
there is no effectiveness in view, only success, which is where human communication fun-
damentally departs from signaling. Just like mutual understanding as well, smoothness
corresponds to an intention to produce an effect in the mind of an interlocutor, not in
their behavior: making communication smoother between us implies that we make it less
cognitively costly for everyone. Unlike mutual understanding, however, smoothness is
manifested behaviorally, and if the absence of overt and immediate behavioral feedback
does not necessarily guarantee mutual understanding, it does, however, guarantee smooth-
ness of communication: only the presence of overt and explicit behavioral conflict between
us can call into question the smoothness of our interaction. Characterizing communication
success in terms of processing cost provides a psychological, gradual, non-normative and
most importantly subjective account of communication success, which still makes it possi-
ble to talk about “failure”, but only in terms of (or due to) cognitive limitations from the
interpreter. In Subjective Coordination Theory indeed, if communication fails between in-
terlocutors, it is only be because the interpretation process for a particular communicated

69



Chapter 2. Communication as subjective coordination

signal reaches a point beyond interpreters’ cognitive capacities—remember the example of
center-embeddings in (1.8)—and not because they could not retrieve the “correct” inter-
pretation of that signal.45

By decoupling the question of communication success from that of mutual understand-
ing, we open the door for alternative theories of communication that can better account
for our intuitions of communication success. But more importantly, we get a better appre-
ciation of the very phenomenon we are trying to explain. For indeed, behind the intuition
of the virtuous circle of mutual understanding lies a much more straightforward intuition:
that of a “virtuous circle of communication” plain and simple (Definition 21).

Definition 21 (Virtuous circle of communication)
The more interlocutors successfully communicate with one another, the easier
it should become for them to successfully communicate with one another.

The virtuous circle of mutual understanding remains but a mere hypothesis after all. This
virtuous circle of communication is the actual phenomenon that we need to account for.

2.3.2 Dynamics of communication: a computational simulation

My purpose in this section is to demonstrate how Subjective Coordination Theory can
successfully account for the virtuous circle of communication (Definition 21) without having
to mobilize any of the theoretical devices of intersubjective coordination theories such as the
principle of intersubjectivity (Definition 18) or the principle of homogeneity (Definition 19).
Doing so, I intend to show that the virtuous circle of communication need not be a virtuous
circle of mutual understanding (Definition 20).

Given how accounting for the virtuous circle of communication requires making hypoth-
esis about the dynamics of communication, I propose to explore the benefits of Subjective
Coordination Theory through computational simulations, which prove particularly suited
for the purpose at hand. I will first introduce my computational model in Section 2.3.2.1 so
as to formalize the operational hypothesis in Section 2.3.2.2, then detail the experimental
setup in Section 2.3.2.3 and report the results of my simulations in Section 2.3.2.4.

2.3.2.1 Computational model

I propose to formalize communication as an interactive process by means of which compu-
tational agents exchange (projected) conceptual representations (also referred to as “com-
municated signals” from now on for clarity) in an iterative fashion. I define an agent ai by
its concept matrix Ai, where a concept matrix Ai is characterized as a set of (row) vectors
modeling the concepts present in the mind of the agent ai. Following the considerations
introduced in Section 2.2.3, I take every concept vector to be characterized as a linear
combination of n primitive vectors (p1, . . . , pn), with p1 = (1, . . . , 0), . . . , pn = (0, . . . , 1).

45In the computational simulation of Section 2.3.2, I will consider for simplicity an idealized scenario
where communication is always successful and just more or less costly.
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2.3. Subjective coordination in action

Every concept matrix Ai will be initialized with the same set of primitives (p1, . . . , pn).
Equation (2.1) provides an example of a random concept matrix A, given n = 3 primitives.

A =



1 0 0

0 1 0

0 0 1
...

...
...

1 3 1

3 5 9


(2.1)

As we can see, the matrix A in (2.1) is composed of the three primitives: p1 = (1, 0, 0);
p2 = (0, 1, 0); and p3 = (0, 0, 1) and each row vector in A can be characterized as a linear
combination of those primitives. For instance:

(1, 3, 1) = (1, 0, 0) + 3 · (0, 1, 0) + (0, 0, 1) = p1 + 3p2 + p3

I then define the conceptual homogeneity H between m agents as the Jaccard similarity
between their respective concept matrices (Definition 22).46

Definition 22 (Conceptual homogeneity)
The conceptual homogeneity H of a set of m agents a1, . . . , am is the Jaccard
similarity of their concept matrices A1, . . . , Am:

H(a1, . . . , am) =
|A1 ∩ · · · ∩Am|
|A1 ∪ · · · ∪Am|

(2.2)

Theoretically, H output values in [0, 1]:

• H = 0 means null homogeneity: none of the concepts are shared by all agents;47

• H = 1 means full homogeneity: all concepts are shared by all agents.

However, given that all agents will necessarily share the same set of primitives (p1, . . . , pn),
conceptual homogeneity can never be strictly null in practice: H > 0.

I then define communicative cost as follows (Definition 23).

Definition 23 (Communicative cost)
The cost of a communicative interaction is defined as the number of compu-
tation steps required by an interpretive agent to produce a concept matching
the communicated signal.

46My main motivation for using the term homogeneity rather than similarity is to avoid confusion
between a notion of conceptual similarity that applies to a whole set of concepts and one that applies to
a pair of concepts. In practice, I use the term “conceptual homogeneity” to refer to the overlap between
concept matrices and “conceptual similarity” to refer to similarity between two single concepts.

47Note that given the formalization of the Jaccard similarity, H can still be null even though one or
more concepts are shared by two ore more agents in a larger population. For H to be non-null, all agents
in the population must share at least one concept.
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Chapter 2. Communication as subjective coordination

Definition 23 requires further explanations. In practice, communication is formalized as a
computational simulation over a finite set of iterations. Each iteration models a particu-
lar communicative interaction between agents (see Figure 2.3 for an example with three
agents). At each iteration, each agent randomly samples a single projected concept (i.e.

a2

a1 a3
l
23l
32

l 2
1

l 1
2

l13

l31

Figure 2.3: Communicative interaction between three agents (a1, a2, a3). Arrows show all
possible options for agents to sample a projected concept (i.e. communicated signal) from
each other. Each agent can only sample a single concept per iteration: a1 must choose
between l21 and l31, for instance.

communicated signal) from the matrix of another agent, and tries to make sense of it fol-
lowing the making sense algorithm (Algorithm 1). As Figure 2.3 indicates, several agents
can potentially draw a different concept from the same agent at the same iteration, but
each agent can only make sense of a single projected concept (i.e. communicated signal)
at each iteration.

Algorithm 1 Making sense
Input: s, A ▷ Input a signal s and a concept matrix A

Output: cost ▷ Output the cost of making sense of s given A

1: function make_sense_of(s, A)

2: cost← 0 ▷ Initialize cost value

3: inter ← interpret(s, A) ▷ Generate closest available interpretation

4: while project(inter) ̸= s do ▷ Until communication is successful

5: inter ← reason(inter, A) ▷ Apply reasoning to closest interpretation

6: cost← cost+ 1 ▷ Increment cost value by 1 each time rea-
soning is applied

7: end while ▷ End when communication is successful

8: memorize(inter, A) ▷ Memorize successful interpretation in A

9: return cost ▷ Return cost value of interaction

10: end function

Algorithm 1 specifies the overall interpretation process applied by agents to make sense
of communicated signals, and how communicative cost is computed (line 6). Specifica-
tions for the interpret, reason and memorize functions in Algorithm 1 are detailed
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2.3. Subjective coordination in action

in the interpretation algorithm (Algorithm 2), the reasoning algorithm (Algorithm 3) and
the memorizing algorithm (Algorithm 4). Concretely, the making sense algorithm (Algo-
rithm 1) proceeds in three broad steps:

1. try and interpret the communicated signal s (line 3) by looking for the closest possible
interpretation (see Algorithm 2 for details). The “interpretation” inter of a signal s
is a concept which projection matches s: project(inter) = s (see Algorithm 5 for
details). “Closest” here refers to the minimal euclidian distance computed between
vectors, as per the distance algorithm (Algorithm 6).

2. if the closest interpretation is not satisfactory (and until it is, see line 4) apply
reasoning (Algorithm 3) to generate a new interpretation (line 5) and increment the
communicative cost each time (line 6);

3. memorize the successful interpretation (Algorithm 4) by adding it to the agent’s
concept matrix A (line 8). Note that only the final successful interpretation is mem-
orized, not the intermediate steps computed by the reasoning algorithm (see line 6
in Algorithm 3).

Algorithm 2 Interpretation
Input: s, A ▷ Input a signal s and a concept matrix A

Output: closest ▷ Output the closest possible interpretation of s in A

1: function interpret(s, A)

2: closest← A[0] ▷ Initialize closest concept as first concept in A

3: for all c ∈ A do ▷ Iterate over concepts from oldest to newest

4: proj ← project(c)

5: dist← distance(proj,s) ▷ The signal s is already a projected concept

6: if dist < mindist then

7: mindst← dist

8: closest← c

9: end if

10: end for

11: return closest ▷ Return the closest concept, not its projection

12: end function

Algorithm 2 and Algorithm 3 implement a simple brute-force search algorithm which
attempts to find the best possible solution each time by iterating over all available con-
cepts in the concept matrix.48 This is an arbitrary modeling choice made so as to ease

48To guarantee deterministic search, order-sensitivity is added to set manipulation: all concept matrices
are iterated over in reverse-order of added elements (from oldest to newest, see line 3 in Algorithm 2 and
line 4 and line 5 in Algorithm 3) and every new element is stored at the “end” of the existing set (see line 2
in Algorithm 4).
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Algorithm 3 Reasoning
Input: inter, A ▷ Input an interpretation inter and a concept matrix A

Output: closest ▷ Output a new concept generated by combining two
pre-existing concepts in A, so as to be as close as pos-
sible to inter

1: function reason(inter, A)

2: mindist←∞ ▷ Initialize distance to highest possible value

3: ip← project(inter)

4: for all x ∈ A do ▷ Iterate over concepts from oldest to newest

5: for all y ∈ A do

6: c← x+ y ▷ Generate a new concept by combining two
pre-existing ones

7: cp← project(c)

8: dist← distance(ip,cp) ▷ Compare only projected concepts

9: if dist < mindist then

10: mindist← dist

11: closest← c

12: end if

13: end for

14: end for

15: return closest ▷ Return the new concept, not its projection

16: end function

Algorithm 4 Memorizing
Input: c, A ▷ Input a concept c and a concept matrix A

Output: A ▷ Output the matrix A updated with concept c

1: function memorize(c, A)

2: add c to A ▷ Apply order-sensitive set insertion: add c
to the end of A

3: return A

4: end function

Algorithm 5 Projection
Input: c = (c1, . . . , cn) ▷ Input a concept vector c of dimension n

Output: projected c ▷ Output its projected vector on k dimensions, k ≤ n

1: function project(c)

2: return (c1, . . . , ck, 0, . . . , 0) ▷ k is a hyparameter specified globally

3: end function
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Algorithm 6 Distance
Input: x = (x1, . . . , xn) y = (y1, . . . , yn) ▷ Input two concept vectors x and y of di-

mension n

Output: d(x, y) ▷ Output the euclidian distance between
them

1: function distance(x, y)

2: return
√∑n

i=1 (xi − yi)2

3: end function

the implementation process and that certainly does not aim at psychological plausibility.
This decision, however, has no bearing on the considerations at hand: what matters to
us here indeed is that all agents share the exact same search procedure (i.e. “cognitive
functions”), not that this search procedure be the most efficient or the most cognitively
plausible one. The same goes for the euclidian distance in Algorithm 6, which is chosen
arbitrarily so as to formalize the success condition of the search function. Note that this
distance function is an agent-internal mechanism which is not used as an objective crite-
rion to quantify similarity across communicating agents’ concepts. As such, it does not
call into question the considerations introduced in Section 2.2.1. Following Subjective Co-
ordination Theory, the computational model objectivizes the constraints on interpretation
rather than interpretation itself. Consequently, it does not characterize communication
success as the identicity or similarity between the interpreted and communicated concepts,
but between their projections: “concept matching” in Definition 23 means identicity of
projected concepts.

To better illustrate the overall functioning of the model, let me provide a concrete
example. Consider communication occurring between two agents with concept matrices
A (2.3) and B (2.4), which only differ by two concept vectors: A has (2, 5, 2) which B

does not have, and B has (3, 8, 9) which A does not have. In this case, their homogeneity
is H = 4

6 = 2
3 . Imagine now that B attempts to communicate (3, 8, 9) to A (i.e., A

A =


1 0 0
0 1 0
0 0 1
1 3 1
2 5 2

 (2.3) B =


1 0 0
0 1 0
0 0 1
1 3 1
3 8 9

 (2.4)

samples (3, 8, 9) from B) in a scenario where one dimension is projected. That is, B

will send to A as communicated signal the projected vector (3, 8, 0). A has no readily
available interpretation to make sense of (3, 8, 0): there is no concept c in A such that
project(c) = (3, 8, 0). A will thus proceed with reasoning by combining all possible pairs
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of vectors in A to find a suitable interpretation. As a matter a fact, it will be able to do
so in a single step: combining (1, 3, 1) and (2, 5, 2) together will generate a concept vector
c = (3, 8, 3) such that project(c) = (3, 8, 0). The communicative cost of this interaction
will therefore be cost = 1. Note, however, that (3, 8, 3) ̸= (3, 8, 9): the communicated
and interpreted concepts are not identical, and need not be so. Neither do they need to
be intrinsically “similar” in any way. All they need to do is satisfy the same constraint:
project(c) = (3, 8, 0).

The purpose of my computational simulations, then, is to compare the dynamics of both
subjective and intersubjective coordination. The way I formally distinguish them in the
model is by considering that intersubjective coordination corresponds to the configuration
where there is no projection: in practice, for every concept c, the projection algorithm (Al-
gorithm 5) will just return the exact same concept vector c: project(c) = c.49 My
purpose in doing so is not to imply that intersubjective coordination does not incorporate
any consideration over underdetermination whatsoever, but rather to stress that, under
intersubjective coordination, interlocutors possess that means to overcome underdetermi-
nation so as to guarantee the identicity of their interpretations.50 In doing so, I intend
to emphasize that the difference between intersubjective and subjective coordination pri-
marily lies in their characterization of success, and their objectivization of interpretation
versus constraints on interpretation.51

Some may argue here that this constitutes an unfair characterization of intersubjective
coordination: “situation models”, for instance, would more likely resemble projected con-
cepts given the formalization of (Pickering & Garrod, 2004), so that interactive alignment
should actually correspond to my modeling of subjective rather than intersubjective co-
ordination. Yet, as I will show later on in Section 2.3.2.4, only projection-free models of
intersubjective coordination actually prove capable of accounting for the virtuous circle of
mutual understanding, which motivates the present formalization.

2.3.2.2 Hypothesis

With those specifications in mind, we can now formalize a more operational hypothesis
regarding the contribution of Subjective Coordination Theory to the characterization of
the virtuous circle of communication. The original Definition 21 states that the more
interlocutors successfully communicate with one another, the easier it should become for
them to communicate successfully. Framed in computational terms, the virtuous circle
of communication corresponds to the idea that the average communicative cost between

49This way, the difference between the intersubjective and subjective coordination scenario can be
reduced, in terms of implementation, to a single hyperparameter value: the number of projected dimensions
Nd (see Section 2.3.2.3).

50It might be useful here to stress that a communicated signal in the model does not necessarily cor-
respond to what we would commonly treat as a single utterance: interpretation must be understood as
the output of what could otherwise very well correspond to a back-and-forth process of communicative
interactions between agents, and so to the exchange of multiple utterances.

51The success condition specified in line 4 of Algorithm 1 changes accordingly: in intersubjective coordi-
nation, communication is successful if and only if the interpreted concept is identical to the communicated
one: inter = s.
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agents should decrease as the number of iterations increases. In an idealized scenario where
agents are able to communicate indefinitely with one another with no outside interference
whatsoever, this implies that the average communicative cost should converge to zero after
a sufficient number of iteration:

lim
iter→∞

am∑
a1

cost(ai, iter) = 0 (2.5)

Equation (2.5) is what I otherwise refer to as “persistent costless communication”.
The “intersubjective coordination hypothesis” (Definition 24) then states that the vir-

tuous circle of communication is necessarily a virtuous circle of mutual understanding.

Definition 24 (Intersubjective coordination hypothesis)
Full conceptual homogeneity between agents is necessary to guarantee persis-
tent costless communication between them.

lim
iter→∞

am∑
a1

cost(ai, iter) = 0 =⇒ H(a1, . . . , am) = 1 (2.6)

On the other side, the “subjective coordination hypothesis” (Definition 25) states that the
virtuous circle of communication need not be a virtuous circle of mutual understanding.

Definition 25 (Subjective coordination hypothesis)
Full conceptual homogeneity between agents is not necessary to guarantee
persistent costless communication between them.

lim
iter→∞

am∑
a1

cost(ai, iter) = 0 ≠⇒ H(a1, . . . , am) = 1 (2.7)

My purpose in what follows is to validate the subjective coordination hypothesis, contra the
intersubjective one, by showing that I can generate computational simulations of subjective
coordination where the average communicative cost between agents converges to zero while
conceptual homogeneity between them does not converge to one.

2.3.2.3 Experimental setup

Table 2.1 details the list of hyperparameters tested throughout the computational simula-
tions, and their corresponding values. The term “initialization” refers to the initial iteration
step before any communicative iteration has taken place (iter = 0). The parameter values
are chosen as follows:

• Np = 10, Nc = 1000 and Ni = 104 are chosen together so as to illustrate clearly
the phenomenon of convergence of communicative cost to zero for Na = 2, all the
while minimizing the overall computation cost of the simulations so as to ease the
replication process;52

52All simulations were designed so as to be able to run on a standard personal computer.
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Parameter Details Values

Np Number of primitives Np = 10
Nc Size of agents concept matrix at initialization Nc = 1000
Ni Number of iterations Ni ∈ {104, 105}
Na Number of agents Na ∈ {2, 5, 10}
Nd Number of projected dimensions Np ∈ {0, 1, 2, 5}
Hi Homogeneity at initialization Hi ∈ {0, .75, .85, .95}

Table 2.1: List of hyperparameters and their corresponding values.

• Ni = 105 is chosen so as to illustrate the phenomenon of convergence of commu-
nicative cost to zero for Na ∈ {5, 10}, though note that most of the results will be
presented for Na = 2 so as to minimize the computation cost of the simulations;

• Nd = 0 corresponds to the intersubjective coordination scenario where no vector
dimension is projected;

• Nd ∈ {1, 2, 5} corresponds to the subjective coordination scenarios, and values are
chosen so as to explore the influence of the number of projected dimensions on the
experimental results presented;

• Hi ∈ {0, .75, .85, .95} values are chosen so as to explore the influence of initial ho-
mogeneity between agents on the presented results. Note that Hi = 0 here is an
approximation since homogeneity cannot be strictly null (hence my writing Hi ∼ 0

in what follows).

To simplify the overall experimentation process, I set no upper boundaries to communica-
tive cost. In practice, this means that communication is always successful, just more or
less costly.

2.3.2.4 Results

The dynamics of communication is a matter of tendencies. A core feature of the
computation model introduced in Section 2.3.2.1 is that it is highly contextual: the cost
of any communicative interaction not only depends on the communicated signal, but also
on the concept matrix of the interpreting agents, itself theoretically grounded in their past
experiences. Concretely, what this means is that the average communicative cost between
agents may vary significantly from one iteration to the next, and in rather unpredictable
ways—as illustrated by the without smoothing curve in Figure 2.4.

Indeed, it is not because a group of agents have communicated smoothly at the previous
iteration that they will necessarily communicated smoothly at the next. Successive costless
interactions may very well be followed by a single costly interaction if the communicated
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Figure 2.4: Average communicative cost across two agents, per iteration, with and without
smoothing, in an intersubjective coordination scenario (no projection) with near-null initial
homogeneity: Na = 2, Nd = 0, Hi ∼ 0.

signal and the interpreters’ concept matrices are in such a way that the making sense algo-
rithm requires a significant number of steps to successfully process that particular signal.
Nevertheless, we can still observe general tendencies in the dynamics of communication, in
terms of increase or decrease of average communicative cost across iterations, and in terms
of convergence to particular values. However, such tendencies are somewhat obscured by
the strong local variations of the raw data. For instance, the without smoothing curve in
Figure 2.4 displays high average cost spikes after 6000 iterations, but those spikes often
correspond to single costly iterations among hundreds of otherwise costless ones. There is
actually a general tendency for the average cost to decrease and converge to zero which is
not so clearly visible if you display only the raw without smoothing plot.

To better visualize those overall tendencies directly from the displayed plot, I apply
smoothing to the raw experimental data in order to smoothen out those extreme local
variations. I do so by relying on the Scipy (Virtanen et al., 2020) implementation of
the Savitzky–Golay algorithm (Savitzky & Golay, 1964), with a window size of 1501 and
a polynomial of order 1, chosen so as to obtain a continuous curve with limited local
variations (see without smoothing curve in Figure 2.4). In what follows, I will only report
smoothed plots rather than raw results so as to better compare the evolution of those
tendencies across plots.

The virtuous circle of mutual understanding is constitent with intersubjective
coordination. My first result is that the intersubjective coordination hypothesis holds,
but only provided that we formalize communication as intersubjective coordination. That
is, provided that communication success entails mutual understanding, persistent costless
communication between agents necessarily entails full homogeneity between them.
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Indeed, as Figure 2.5 shows, the homogeneity function converges to one when the cost
function converges to zero. Communication does become more and more successful between
agents as they communicate more and more with one another, and does become so as they
become more and more homogeneous. Under intersubjective coordination, the virtuous
circle of communication is necessarily a virtuous circle of mutual understanding.
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Figure 2.5: Average communicative cost across two agents (cost) and homogeneity (homog),
per iteration, in an intersubjective coordination scenario (no projection) with near-null
initial homogeneity: Na = 2, Nd = 0, Hi ∼ 0.

Those observations extend to simulations with more than two agents (see Figure 2.6
and Figure 2.7) although those require significantly more iterations to illustrate the same
phenomenon. With ten agents, for instance, the simulation requires an increase of an order
of magnitude in the number of iterations in order to reach persistent costless communi-
cation with full homogeneity (Ni = 105 instead of Ni = 104 for a two agents scenario).53

Consequently, I only report simulations for a two agents scenario hereafter, but note that
all results hold irrespective of the number of agents.

In the end, intersubjective coordination pushes the burden of proof over to character-
ization of those shared cognitive mechanisms that purportedly enable successful intersub-
jectivity between us. Provided that we can make sure that interpreting agents do recover
the intended concept corresponding to the communicated signal, results show indeed that
interlocutors will necessarily become more homogeneous as they communicate with one
another. The intersubjective coordination hypothesis is at least coherent, although that
does not make it necessarily true.

The virtuous circle of communication need not be a virtuous circle of mutual
understanding. And indeed, further results suggest that it is not necessarily true. Fig-
ure 2.8 displays the core results of this section which validate the subjective coordination

53Note that the reduced rate of convergence of the homogeneity function in Figure 2.7 for five and ten
agents is also an artifact of the Jaccard similarity (Equation 2.2) which requires that all agents share the
same concepts to converge to one.
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Figure 2.7: Homogeneity across Na

agents, per iteration, in an intersubjec-
tive coordination scenario (no projec-
tion) with near-null initial homogeneity:
Na ∈ [2, 5, 10], Nd = 0, Hi ∼ 0.

hypothesis. As it clearly illustrates, the virtuous circle of communication need not be a

0 0.2 0.4 0.6 0.8 1

·104

0

2

4

6

8

iteration

av
er

ag
e

co
st

0 0.2 0.4 0.6 0.8 1

·104

0

0.2

0.4

0.6

0.8

1
ho

m
og

en
ei

tycost
homog

Figure 2.8: Average communicative cost across two agents (cost) and homogeneity (homog),
per iteration, in a subjective coordination scenario with one projected dimension and near-
null initial homogeneity: Na = 2, Nd = 1, Hi ∼ 0.

virtuous circle of mutual understanding: provided that we formalize communication as
subjective coordination, persistent costless communication between agents proves possible
despite the absence of full conceptual homogeneity between them. As Figure 2.8 illustrates,
even though the average communicative cost between agents does converge to zero after
a sufficient number of iterations, their homogeneity does not converge to one. Subjective
coordination proves that full homogeneity is not necessary to guarantee persistent costless
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communication.
Those observations extend to various scenarios with different numbers of projected di-

mensions Nd. As Figure 2.9 and Figure 2.10 show, all scenarios lead to costless communi-
cation after a certain number of iterations, while only the intersubjective coordination sce-
nario (Nd = 0) leads to full homogeneity. In all subjective coordination scenarios (Nd > 0),
however, homogeneity need not be full to guarantee costless communication.
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Figure 2.9: Average communicative cost
across two agents, per iteration, in both
intersubjective (no projection) and sub-
jective coordination scenarios, with Nd

projected dimensions and near-null ini-
tial homogeneity: Na = 2, Nd ∈
[0, 1, 2, 5], Hi ∼ 0.
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Figure 2.10: Homogeneity across two
agents, per iteration, in both intersubjec-
tive (no projection) and subjective coor-
dination scenarios, with Nd projected di-
mensions and near-null initial homogene-
ity: Na = 2, Nd ∈ [0, 1, 2, 5], Hi ∼ 0.

In the end, what those results suggest is that calling into question the presupposition of
mutual understanding does not have to imply giving up on our intuitions of communication
success: subjective coordination proves perfectly capable of accounting for the virtuous
circle of communication. But what they suggest more fundamentally is that subjectivity
need not be seen as an obstacle to communication success, especially when success is framed
in terms of smoothness of our communication interactions: it is perfectly possible, as we
see here, to construct theories of communication that function around subjectivity—and
not despite or against it—and still prove capable of capturing our fundamental intuitions
about language and communication.

Homogeneity cannot compensate for underdetermination. Now, some may ar-
gue here that the results displayed in Figure 2.9 and Figure 2.10 are mere byproducts
of initializing homogeneity at zero. After all, full conceptual homogeneity may not be
necessary to guarantee persistent costless communication, but it should certainly prove
sufficient, even in subjective coordination. If agents do share the exact same set of con-
cepts, shouldn’t they de facto reach mutual understanding in communication, even with
projections/underdetermination? The hypothesis is attractive, but actually mistaken, or
at the very least incomplete.
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First of all, full homogeneity is not actually, in itself, a guarantee of mutual under-
standing in subjective coordination. Consider indeed the following example of two agents
with concept matrices A (2.8) and B (2.9) which differ only in one respect: the order of
their row vectors (1, 3, 1) and (1, 3, 7). Those two agents are in full homogeneity (H = 1)

A =


1 0 0
0 1 0
0 0 1
1 3 1
1 3 7

 (2.8) B =


1 0 0
0 1 0
0 0 1
1 3 7
1 3 1

 (2.9)

given that they share the exact same set of concept vectors. Yet, if B tries to communicate
(1, 3, 7) to A by projecting it to (1, 3, 0) (Nd = 1 to keep things simple) A will interpret it
as (1, 3, 1) given that it will be the first available concept in its concept matrix to project
to (1, 3, 0). In other words: it is not because agents are perfectly homogeneous that they
necessarily mutually understand each other.

Now, of course, the argument provided here is completely artifactual of the particular
formalization of the computational model, and especially of the order-sensitivity of the
search algorithm. Be the larger consideration still stands: for full homogeneity to guaran-
tee mutual understanding, subjective coordination needs to carry out further hypotheses
regarding the functioning of human cognition. In a certain sense, it needs a theory of hu-
man cognition that can guarantee interpretation to be insensitive to the history of agents’
conceptual experiences. In the absence of any such theory, it remains impossible to confirm
the original assumption.

Now, imagine that we did possess such a theory. Nobody would probably argue that full
homogeneity constitutes a plausible scenario in communication: some form of idiosyncrasy
across interlocutors’ minds is always expected. So the real question, in fact, becomes
that of whether a sufficiently high level of homogeneity can actually “compensate” for
underdetermination so as to guarantee mutual understanding. The underlying intuition
being that mutual understanding could still “happen” in subjective coordination—despite
interlocutors having no proper means to guarantee the identicity of similarity of their
interpretations—precisely because interlocutors are expected to be highly homogeneous in
the first place.

Yet, once again, that hypothesis is not confirmed by the model. Consider this time
the example of two agents with concept matrices A (2.10) and B (2.11) where all vectors
in A are also in B, and all but one vector (the last) in B are also in A, in the exact
same order. In a scenario where A has 19 concepts and B has 20, their homogeneity is
H = 19

20 = .95. Imagine now that B tries to communicate (3, 9, 5) to A by projecting it
to (3, 9, 0) and imagine that A has no readily available concept matching that projection.
The reasoning algorithm will start composing concepts together until it reaches the combi-
nation (1, 3, 1) + (2, 6, 3) = (3, 9, 4) which projection matches (3, 9, 0), and yet, as you will
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A =



1 0 0
0 1 0
0 0 1
1 3 1
2 6 3
...

...
...

2 5 2


(2.10) B =



1 0 0
0 1 0
0 0 1
1 3 1
2 6 3
...

...
...

2 5 2
3 9 5


(2.11)

note (3, 9, 4) ̸= (3, 9, 5). In other words: it is not enough for agents to share near-identical
conceptual backgrounds and perfectly identical cognitive mechanisms for them to mutu-
ally understand one another: homogeneity cannot compensate for underdetermination in
subjective coordination.

This particular example extends to computational simulations as well: all results in Fig-
ure 2.12 display a similar pattern of stagnating homogeneity despite systematic convergence
to costless communication in Figure 2.11, irrespective of which value initial homogeneity
is set to. Even in the scenario where initial homogeneity is the highest (Hi = .95) homo-
geneity does not actually converge to one when average communicative cost converges to
zero, and actually decreases slightly to converge to H = .93.
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Figure 2.11: Average communicative cost
across two agents, per iteration, in a sub-
jective coordination scenario with one
projected dimension and Hi initial ho-
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In the end, all those considerations confirm that the principle of intersubjectivity takes
precedence over the principle of homogeneity in accounting for the virtuous circle of mutual
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understanding. The principle of homogeneity alone cannot account for the virtuous circle of
mutual understanding. There is no quick fix as far as subjective coordination is concerned:
the virtuous circle of mutual understanding only holds if you first posit the existence of
mutual understanding.

2.3.3 From subjective coordination to collective intelligence

The purpose of the previous Section 2.3.2 was to demonstrate the explanatory power of
Subjective Coordination Theory; in effect, to show that it is concretely possible to aban-
don the presupposition of mutual understanding and still prove capable to account for
some of our fundamental intuitions about communication success and its dynamics. The
point of using computational simulations, however, was not necessarily to demonstrate
what is, but rather to explore what could be; to help us get rid of unnecessary theoret-
ical requirements and extend our range of possibilities in devising alternative theories of
communication. Section 2.3.2, in particular, showed that neither the principle of intersub-
jectivity nor the principle of homogeneity were necessary to account for the virtuous circle
of communication. But it also showed something more profound, namely, that underde-
termination—broadly conceived—could not only serve to accommodate subjectivity, but
also enable it to persist, if not flourish. Indeed, all the results of simulations experimenting
with non-null initial homogeneity in Figure 2.12 show a slight decrease in homogeneity
as agents reach persistent costless communication. In other words, successful subjective
coordination actually increases agents’ subjectivity.

It is one thing to argue that subjectivity is unavoidable in communication since inter-
locutors can never be expected to share the exact same set of background experiences, so
that language must learn to make due with it if it is to function successfully and effectively
as a communication system. But could there actually be good reasons for underdetermi-
nation to exist in the first place, other than to merely accommodate this state of fact?
Could there be any reason indeed for underdetermination to enable subjectivity to persist,
or even flourish, in that subjectivity itself would bring us benefits, evolutionary benefits,
that would explain why language is structured the way it is—in a sense, as an adaptation
to subjective coordination? And what would those evolutionary benefits of subjectivity
be, then?

Tomasello (2014) tells us that humans fundamentally distinguish themselves from other
great apes by a striking ability to adapt to their environment which has enabled them to
migrate all over the globe when other great apes remain mostly located around the equator:

Unlike other great apes, who all live in the general vicinity of the equator,
modern humans have migrated all over the globe. They have done this not as
individuals but as cultural groups; in none of their local habitats could a modern
human individual survive for very long on his own. Instead, in each specific
environment, modern human cultural groups have developed collectively a set
of specialized and cognitively complex cultural practices to accommodate the
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local conditions, from seal hunting and igloo building to tuber gathering and
bow-and-arrow making—not to mention science and mathematics.

Tomasello (2014, p.120)

This remarkable adaptability—Tomasello (1999) tells us—derives from a species-specific
ability for cumulative culture, that is, for a joint process of creative invention and faithful
social transmission:

The evidence that human beings do indeed have species-unique modes of cul-
tural transmission is overwhelming. Most importantly, the cultural traditions
and artifacts of human beings accumulate modifications over time in a way
that those of other animal species do not—so-called cumulative cultural evo-
lution. Basically none of the most complex human artifacts or social prac-
tices—including tool industries, symbolic communication, and social institu-
tions—were invented once and for all at a single moment by any one individual
or group of individuals. Rather, what happened was that some individual or
group of individuals first invented a primitive version of the artifact or practice,
and then some later user or users made a modification, an “improvement,” that
others then adopted perhaps without change for many generations, at which
point some other individual or group of individuals made another modification,
which was then learned and used by others, and so on over historical time in
what has sometimes been dubbed “the ratchet effect” [(Tomasello et al., 1993)].
The process of cumulative cultural evolution requires not only creative inven-
tion but also, and just as importantly, faithful social transmission that can work
as a ratchet to prevent slippage backward—so that the newly invented artifact
or practice preserves its new and improved form at least somewhat faithfully
until a further modification or improvement comes along.

Tomasello (1999, pp.4–5)

The fundamental point being that humans are a uniquely cooperative species. Within
this general paradigm, then, communication is taken to be a biological adaptation to
cooperation and social interaction in general, given that:

Cooperative communication [. . .] arose as a way of coordinating [. . .] collabora-
tive activities more efficiently, first inheriting and then helping to build further
a common psychological infrastructure of shared intentionality.

Tomasello (2008, p.8)

“Shared intentionality” which Tomasello (2008) defines as:

[. . .] what is necessary for engaging in uniquely human forms of collaborative
activity in which a plural subject “we” is involved: joint goals, joint intentions,
mutual knowledge, shared beliefs—all in the context of various cooperative
motives.
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Tomasello (2008, pp.6–7)

Tomasello’s considerations take as a starting point that no cultural product—be it
material or symbolic—is never the sole product of a single human being. As such, it
opposes the myth of the “lone genius” which has for long plagued the history of science and
technology (Conner, 2005). It is a myth that runs deep indeed for, as Foucault tells us:

[Michel Foucault:] The history of knowledge has tried for a long time to obey
two claims. One is the claim of attribution: each discovery should not only be
situated and dated, but should also be attributed to someone; it should have an
inventor and someone responsible for it. General or collective phenomena on
the other hand, those which by definition can’t be “attributed,” are normally
devalued: they are still traditionally described through words like tradition,
mentality, modes; and one lets them play the negative role of a brake in relation
to the “originality” of the inventor. In brief, this has to do with the principle
of the sovereignty of the subject applied to the history of knowledge. The
other claim is that which no longer allows us to save the subject, but the
truth: so that it won’t be compromised by history, it is necessary not that the
truth constitutes itself in history, but only that it reveals itself in it; hidden
to men’s eyes, provisionally inaccessible, sitting in the shadows, it will wait
to be unveiled. The history of truth would be essentially its delay, its fall,
or the disappearance of the obstacles which have impeded it until now from
coming to light. The historical dimension of knowledge is always negative
in relation to the truth. It isn’t difficult to see how these two claims were
adjusted, one to the other: the phenomena of collective order, the “common
thought,” the “prejudices” of the “myths” of a period, constituted the obstacles
which the subject of knowledge had to surmount or to outlive in order to have
access finally to the truth; he had to be in an “eccentric” position in order to
“discover.” At one level this seems to be invoking a certain “romanticism” about
the history of science: the solitude of the man of truth, the originality which
reopened itself onto the original through history and despite it. I think that,
more fundamentally, it’s a matter of superimposing the theory of knowledge
and the subject of knowledge on the history of knowledge.

Chomsky & Foucault (2006, p.15)

Behind the “ratchet effect” of Tomasello et al. (1993), then, we find the idea that the group
is not necessarily the enemy of knowledge, or truth, and that it can also be the realm of
intelligence, as the term “collective intelligence” suggests. It is an idea that is probably as
old as Western philosophy itself, since we find it already in Aristotle and his Politics when
he discusses The Authority of the Multitude in Book III, Chapter 11:

[T]he view that the multitude rather than the few best people should be in
authority would seem to be held, and while it involves a problem, it perhaps
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also involves some truth. For the many, who are not as individuals excellent
men, nevertheless can, when they have come together, be better than the few
best people, not individually but collectively, just as feasts to which many
contribute are better than feasts provided at one person’s expense. For being
many, each of them can have some part of virtue and practical wisdom, and
when they come together, the multitude is just like a single human being, with
many feet, hands, 5 and senses, and so too for their character traits and wisdom.
That is why the many are better judges of works of music and of the poets.
For one of them judges one part, another another, and all of them the whole
thing. [. . .] Taken individually, however, each of them is an imperfect judge.

Aristotle (1998, 1281b)

Yet, a fundamental question remains: if the collective “helps” here—be it for Aristotle or
Tomasello—is it solely by virtue of being of collection of individuals, or rather by virtue of
being a collection of different individuals, that is, a collection of subjectivities? For indeed,
as Graeber (2009) tells us:

[I]f one is trying to solve a problem, or carry out a task, it’s almost always
going to be easier to do so with a group of five different people than with a
group of identical clones.

Graeber (2009, p.329)

So “collective intelligence”, in fact, may be just another way to refer to the coordination of
different subjectivities.

In cumulative culture, creative invention actually takes precedence over faithful social
transmission: it is first because someone (or some group) comes up with an “innovation”
that this innovation can be transmitted to others and further improved. So even if every
cultural product is but a mere aggregate of tiny individual innovations—and never in its
entirety the sole product of a single individual—the point is that it came to be the way it is
because on many occasions, somehow, it got into the head of someone who conceptualized
it in a certain way—in a different way—and because that conceptual difference proved to
be relevant for the particular context where it took place. Tomasello (1999) focuses mostly
on the mechanisms of social transmission, for he is primarily interested in characterizing
what fundamentally distinguishes us from other primates, and tells us indeed that:

Perhaps surprisingly, for many animal species it is not the creative component,
but rather the stabilizing ratchet component, that is the difficult feat. Thus,
many nonhuman primate individuals regularly produce intelligent behavioral
innovations and novelties, but then their groupmates do not engage in the kinds
of social learning that would enable, over time, the cultural ratchet to do its
work [(Kummer & Goodall, 1985)].

Tomasello (1999, p.5)
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But there remains nonetheless an irreducible tension between creative invention and social
transmission in the cumulative culture hypothesis: how are humans supposed to innovate
collectively through successful cooperation if to do so they need to conceptualize the same
cultural product differently in the first place?

Those who are ready to acknowledge the benefits of subjectivity for collective intelli-
gence tell us that some form of objectivity is always required for humans to be able to act
together. So is the case of Page (2007), for instance, who begins by introducing “toolbox
diversity”—diversity is what he calls our “cognitive toolboxes”, which include:

Diverse Perspectives: ways of representing situations and problems
Diverse Interpretations: ways of categorizing or partitioning perspectives
Diverse Heuristics: ways of generating solutions to problems
Diverse Predictive Models: ways of inferring cause and effect

Page (2007, p.7)

Upon detailing the benefits of this toolbox diversity for collective intelligence, he tells us
that:

Up to this point, the results should bring joy and happiness. We might all think
diversity is a wonderful thing. That’s because we’ve ignored diverse preferences,
differences in what we value. Preference diversity differs from toolbox diver-
sity: Toolbox differences do not create conflict. Preference diversity can and
does. For this reason, management books stress agreeing on a common goal—a
common fundamental preference. If people disagree about what they’re trying
to accomplish, they function poorly as a collective.

Page (2007, p.11)

And yet, as Graeber (2009) fundamentally argues:

The fact that human beings live in incommensurable worlds has rarely pre-
vented them from effectively pursuing common projects. It might seem con-
tradictory—a philosopher might argue that if people live in incommensurable
worlds, it is impossible for them to pursue the same ends because they could
not even agree on what those ends even are—but this is the kind of objection
that emerges from a world which starts from Platonic forms and tries to reason
its way from those forms to explain empirical reality.

Graeber (2009, p.329)

Graeber (2009) makes explicit what I have been touching upon implicitly throughout
this thesis, namely, that the very “problems” we want our theories to solves are always
tied to the metaphysical and ontological commitments of our systems of thoughts. In his
ethnography of the Direct Action Network—a North American collective organized around
the practice of consensus-based decision making—he explains that the practice of consensus
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itself does not just require changing our methods of collective organizing, but entails an
entire paradigm shift with respect to what we take to bear metaphysical reality:

[C]onsensus-based groups tend to avoid debating, let alone basing their identity,
on questions of definition. Instead, they always try to bring things back to
questions of action. So my first suggestion is that we look at this as if we were
dealing with a political ontology that assumes that actions, and not objects,
are the primary reality.

Graeber (2009, p.328)

Under this new paradigm, then, subjectivity changes ontological status: it does not only
become unavoidable, it also becomes unproblematic:

[T]he practice of consensus decision-making [. . .] tends to make a veritable
moral imperative of the need to integrate incommensurable perspectives [. . .]

This is not to say that the average [. . .] meeting involves elaborate exercises
in seeing things from other’s points of view—in fact, the emphasis on shared
projects of action makes it possible to largely side step such exercises, which
are left for “trainings” and other educational events—but it presumes respect
for incommensurable perspectives.

Graeber (2009, p.520)

So, as we can see, subjectivity need not be seen as a problem for cooperation any-
more that it needs to be seen as a problem for communication. It should therefore be-
come possible to account for the intuitions underlying the “ratchet effect” of Tomasello
et al. (1993) without necessarily having to mobilize any principle of “shared intentional-
ity” whatsoever—just like it proved possible in this chapter to account for our intuitions
of communication success without having to mobilize any principle of “intersubjectivity”,
or “homogeneity”. Cooperation, just like communication, does not have to imply inter-
subjective coordination. The perspectives offered by Subjective Coordination Theory for
evolutionary linguistics are therefore promising, given how it could simply dissolve (rather
than resolve) some of the crucial problems posed by current theories, such as the critical
tension underlying the cumulative culture hypothesis. There is ample room for scientific
exploration beyond language and communication—though that may require, this time,
interrogating the core presuppositions of our philosophy of action.

Back to our central question regarding the evolution of language: should we go as far
as to consider that language evolved for the purpose of subjective coordination, given the
evolutionary benefits purportedly conferred by subjectivity for collective intelligence? The
hypothesis is plausible, and attractive. And yet, when theorizing about the evolution of
human cognition, one must tread carefully. For as Lewontin (1998) reminds us indeed:

We should not confuse plausible stories with demonstrated truth. There is no
end to plausible storytelling.

Lewontin (1998, p.129)
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2.4 Language beyond communication

2.4.1 Function, evolution and adaptation

I began Chapter 1 with the debate over the communicative function of language, focusing
notably on the role ambiguity could be said to play for or against viewing language as an
efficient communication system. In my case, pondering on the communicative function of
language lead me to focus on the proper characterization of the notion of “communication”,
but the original debate has actually focused on the separate though no less critical question
of what constitutes the proper characterization of the notion of “function”. It is on this
particular question that I would like to close this Chapter 2 now: first, so as to complete
the overall picture initiated in Chapter 1; and second, so as to illustrate concretely what
kind of problems “plausible storytelling” could pose for the field of evolutionary linguistics
at large.

Section 1.2.2 introduced the debate regarding the communicative function of language
by mentioning the position of (Piantadosi et al., 2012) which argues, contra (Chomsky,
2002, 2008), that ambiguity actually makes language an efficient communication system.
Piantadosi et al. (2012) build their case for the communicative efficiency of language by
quoting the following extract from (Chomsky, 2002) at the beginning of their paper, which
they take to illustrate the position they propose to argue against:

The natural approach has always been: is [language] well designed for use,
understood typically as use for communication? I think that’s the wrong ques-
tion. The use of language for communication might turn out to be a kind of
epiphenomenon. I mean, the system developed however it did, we really don’t
know. And then we can ask: how do people use it? It might turn out that it
is not optimal for some of the ways in which we want to use it. If you want to
make sure that we never misunderstand one another, for that purpose language
is not well designed, because you have such properties as ambiguity.

Chomsky (2002, p.107)

Let me begin here by putting that quote in its original context, for I believe that it tells
us much more than this extract would like to suggest. The excerpt is taken from an
interview of Noam Chomsky by Adriana Belletti and Luigi Rizzi where they discuss the
overall purpose of the Minimalist Program (Chomsky, 1995) and the specific question of
the notion of optimization in language. Adriana Belletti and Luigi Rizzi begin by asking
Noam Chomsky the following question:

[Adriana Belletti and Luigi Rizzi:] The Minimalist Program explores the thesis
that human language may be a “perfect system,” a system optimally designed
to meet certain conditions imposed by other cognitive systems that the lan-
guage faculty interacts with. But what are the leading ideas about what would
count as “perfection”? Some clarification is useful here. One can easily imagine
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criteria of perfection or optimality according to which human language would
be far from optimally designed. Consider for instance the ubiquitous presence
of ambiguity in natural language, a property which a “superengineer” would
presumably avoid, given certain goals (to use a metaphor you often refer to in
your minimalist writings). One could also argue that language, as an abstract
computational capacity, is less than optimally adapted to the human perfor-
mance system (with memory limitations, and so on), as it can give rise to all
sorts of unusable structures (garden paths, center embedding, etc.), as you have
often pointed out. Such criteria of optimal design are a priori conceivable and
not unreasonable, but clearly they are not what is intended here. So, what
kind of criteria of perfection make the minimalist thesis sustainable?

Chomsky (2002, pp.105–106)

To which he replies:

[Noam Chomsky:] Let’s distinguish two questions. One is: what do we mean
by optimality? Few rules is better than more rules, less memory used in com-
putation is better than more memory used etc. There are some, not precise,
general ideas about what optimality is. The second question is: what condi-
tions is the system supposed to meet? I think what you’re raising has to do
with that question and you’re absolutely right: there can be various points of
view. If you take a standard functionalist point of view, you would ask: is the
system designed for its use? So, is it going to be well designed for the uses to
which people put it? And the answer there is “apparently not”; so the system
does not seem to be all that well designed for use for the kind of reasons you
mentioned (ambiguities, garden paths, lots of expressions that are unintelligi-
ble, expressions that are perfectly intelligible but not well formed). In some
sense the system is not well designed for use, at least not perfectly designed for
use, but it has to be designed well enough to get by. That’s all that we discover:
it’s designed well enough to get by. That raises the question: can we find other
conditions such that language is well designed, optimal for those conditions? I
think we can, from a different perspective. So, instead of asking the standard
functionalist question, is it well designed for use?, we ask another question: is
it well designed for interaction with the systems that are internal to the mind?
It’s quite a different question, because maybe the whole architecture of the
mind is not well designed for use. Let me see if I can make an analogy: take
some other organ of the body, say, the liver. You may discover that the liver is
badly designed for life in Italy because people drink too much wine and they
get all sorts of diseases of the liver; therefore, the liver wasn’t well designed
for function. On the other hand, the liver might be beautifully designed for
interaction with the circulatory system and the kidney and so on, and those
are just different things. From the point of view of selection, natural selection,
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things must be well designed, at least moderately well designed for use, well
designed enough so that organisms can reproduce and so on. But a totally
separate question is: forgetting the use to which the object is put, is it well
designed from the perspective of internal structure? That’s a different kind of
question, and actually a new one. The natural approach has always been: is it
well designed for use, understood typically as use for communication? I think
that’s the wrong question. The use of language for communication might turn
out to be a kind of epiphenomenon. I mean, the system developed however it
did, we really don’t know. And then we can ask: how do people use it? It
might turn out that it is not optimal for some of the ways in which we want to
use it. If you want to make sure that we never misunderstand one another, for
that purpose language is not well designed, because you have such properties
as ambiguity. If we want to have the property that the things that we usually
would like to say come out short and simple, well, it probably doesn’t have that
property. A lot of the things we would like to say may be very hard to express,
maybe even impossible to express. You often find that you can’t express simple
intentions and feelings that you would like to convey to somebody; a lot of per-
sonal interactions collapse because of things like that in ordinary life. So, the
system is not well designed in many functional respects. But there’s a totally
separate question: is it well designed with regard to the internal systems with
which it must interact? That’s a different perspective and a new question; and
that’s the question that the Minimalist Program tries to answer.

Chomsky (2002, pp.106–108)

What Chomsky (2002) is telling us here fundamentally is that we must distinguish current
utility from reasons of origin when discussing the function of language, for the two may
not be quite the same. And indeed, as Gould & Lewontin (1979) tell us in their seminal
evolutionary biology paper on “The Spandrels of San Marco”:

One must not confuse the fact that a structure is used in some way [. . .] with
the primary evolutionary reason for its existence and conformation.

Gould & Lewontin (1979, p.587)

Which one of those, then, should we refer to when talking about the “function of language”?
Under the etiological view of functions, talks about functions are talks about origins (see
Sober, 1993/2000, p.85)—and for biological entities such as the language faculty, talks
about functions are talks about adaptations (Definition 26).

Definition 26 (Adaptation)
Characteristic c is an adaptation for doing task t in a population if and only if
members of the population now have c because, ancestrally, there was selection
for having c and c conferred a fitness advantage because it performed task t.
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Sober (1993/2000, p.85)

Millikan (1984/2001) herself refers to such evolutionary functions (or original/historical
functions in the case of artifacts) as “proper functions”, so we can simply rephrase Chom-
sky’s (2002) argument using her terminology by saying that communication may not be
the proper function of language.

Indeed, Chomsky (2002) takes the fact that language does not seem to be optimized
for communication given ambiguity as proof that it could not have evolved for communi-
cation, and it is this assumption of a lack of communicative efficiency due to ambiguity
that Piantadosi et al. (2012) propose to deconstruct. They do so notably by showing that
communicative efficiency predicts that shorter words should be more ambiguous, given
that they should prove easier to process, and confirm this prediction on English, German
and Dutch. They interpret such evidence as proof of the existence of a pressure for com-
municative efficiency driving the structure of language, and more specifically the structure
of the lexicon.54 Yet, their study does not necessarily call into question Chomsky’s (2002)
original argument. Indeed, evolutionary biology fundamentally distinguishes traits that
are adaptations from traits that are merely adaptive (see Sober, 1993/2000, p.85). Sea tur-
tles’ forelegs, for instance, can be adaptive for burying eggs in the sand without necessarily
being adaptations for nest digging (Sober, 1993/2000, p.85)—and wings and feathers can
prove adaptive for flight all the while being adaptations for thermoregulation (Longrich
et al., 2012). The point being that a phenotypic trait may appear to be perfectly suited
for the function it is currently being put to use without necessarily having been naturally
selected for that function. Such kind of traits are what Gould & Lewontin (1979) refer
to in their seminal paper as “spandrels”, and it is indeed on this critical consideration
that Caplan et al. (2020) rely on to reply to Piantadosi et al. (2012) by arguing that:

[T]he appearance of communicative efficiency with respect to lexical ambiguity
is a spandrel.

Caplan et al. (2020, p.2)

Language—efficient as it may be from the point of view of communication—may still not
have evolved for communication.55 Chomsky’s (2002) argument still stands: communica-
tion may not be the proper function of language.

54 The idea in some sense traces back to Darwin (1871/2009) himself, who tells us that:

A struggle for life is constantly going on amongst the words and grammatical forms in each
language. The better, the shorter, the easier forms are constantly gaining the upper hand, and
they owe their success to their own inherent virtue. (Muller, 1870, p.257) [as cited in (Darwin,
1871/2009, p.60)]

And explicitly connects it to natural selection:

The survival or preservation of certain favoured words in the struggle for existence is natural
selection. (Darwin, 1871/2009, pp.60–61)

55Caplan et al’s (2020) argument against functionalism could probably be reframed in more generic
terms as the fact that correlation is not (evolutionary) causality although, in defense of functionalism,
it is something it is well aware of. Levshina (2021, 2022), for instance, in her comprehensive review of
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The considerations developed so far suggest that evolutionary linguistics could gain
many useful insights from evolutionary biology—a point emphasized notably by Caplan
et al. (2020) when appealing to (Gould & Lewontin, 1979). But the possible contribution
of evolutionary biology does not stop at this distinction between adaptive traits and adap-
tations, or between current utility and reasons of origin. Gould & Lewontin (1979), in
particular, provide a comprehensive critique of the whole adaptationist framework domi-
nating evolutionary thinking:

An adaptationist programme has dominated evolutionary thought in England
and the United States during the past 40 years. It is based on faith in the
power of natural selection as an optimizing agent. It proceeds by breaking
an organism into unitary ‘traits’ and proposing an adaptive story for each
considered separately. [. . .] We criticize this approach and attempt to reassert
a competing notion (long popular in continental Europe) that organisms must
be analysed as integrated wholes [. . .] We fault the adaptationist programme
for its failure to distinguish current utility from reasons for origin [. . .] for
its unwillingness to consider alternatives to adaptive stories; for its reliance
upon plausibility alone as a criterion for accepting speculative tales; and for its
failure to consider adequately such competing themes as [. . .] the separability
of adaptation and selection [. . .] and current utility as an epiphenomenon of
non-adaptive structures. We support Darwin’s own pluralistic approach to
identifying the agents of evolutionary change.

Gould & Lewontin (1979, p.581)

functionalist work on the question of communicative efficiency, tells us explicitly that:

[T]rade-offs, or inverse correlations, between linguistic variables related to different cues do
not automatically imply efficiency as a driving force of language use and change, and the
other way round. Levshina (2021, p.3)

Note, however, that even the fact that language could be adaptive for communication is not obvious.
The fact that language change could be driven by language use, for instance (understood as use for
communication) is notably challenged by the work of Labov (1972, 1994, 2001, 2010)—and that of Meillet
(1921/1982) before him—who argues that:

[N]o universal cause can account for the sporadic character of language change.
Labov (2010, p.370)

And concludes more generally—contra (Darwin, 1871/2009, pp.60–61) in footnote 54—that:

No linguist would today endorse this point of view, which runs exactly counter to our notion
of the arbitrariness of the linguistic sign. Languages do not seem to be getting better and
better, and we see no evidence for progress in linguistic evolution [(Greenberg, 1959/1974)].
Except for the development of vocabulary, we cannot argue for adaptive radiation in any area
of language. The diversification of languages is not immediately and obviously functional, as
the diversification of species may be. We receive no immediate benefit from not being able
to understand the Russians or the Gaels, and the time taken to learn their languages does
not seem to help in the survival of our own. We must seriously consider the possibility that
the diversification of language is dysfunctional, and that we are worse off than if we all spoke
a mutually intelligible version of post-Indoeuropean.

Labov (1972, p.273)
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Adaptationism, they tell us, is an entire practice of evolutionary thinking that entails
a specific attitude towards the object of study—one which often translates as a form of
“narrow teleology” which would like to see us consider each biological trait in isolation
and treat it as an adaptation, that is, as being optimized to perform a specific function
conferring a selective advantage to the organism as a whole:

The adaptationist programme is truly Panglossian. Our world may not be good
in an abstract sense, but it is the very best we could have. Each trait plays
its part and must be as it is. [. . .] The admission of alternatives in principle
does not imply their serious consideration in daily practice. We all say that not
everything is adaptive; yet, faced with an organism, we tend to break it into
parts and tell adaptive stories as if trade-offs among competing, well designed
parts were the only constraint upon perfection for each trait.

Gould & Lewontin (1979, pp.585–586)

So if Chomsky (2002) tells us that, from the point of view of current utility, language only
needs to prove “good-enough” for communication, Gould & Lewontin (1979) also suggest
more critically that we should refrain from the temptation of telling “just-so” stories about
the evolution of language on the basis of apparent design if we do not want to fall into the
“panglossian trap” of adaptationism yet again.56

Returning now to our discussion of Section 2.3.3 regarding the evolution of language
and the evolutionary benefits of subjectivity, what such considerations tell us first is that
language need not necessarily be approached as an adaptation to communication, and so
to subjective coordination. But what they tell us also—and more fundamentally—is that
the absence of a selective disadvantage does not necessarily have to imply the presence of a
selective advantage. In sum, it is not because subjectivity is no longer seen as a problem for
communication or coordination that it suddenly has to turn into a benefit. In the end, trying
to build a case for underdetermination being an adaptation to subjective coordination given
the selective advantage conferred by subjectivity for collective intelligence—attractive as
the hypothesis may be—may prove to be nothing more than plausible storytelling. As far
as the contribution of this chapter is concerned, saying that “subjectivity is not a problem”
is probably “good-enough” already.

2.4.2 Towards a non-theological evolutionary linguistics

The field of evolutionary linguistics seems to have taken a particular turn over the past
few decades, one which requires us to take side on what we consider to be the fundamen-
tal (political) instincts associated with human nature. The shared intentionality hypothesis
of Tomasello (2008), for instance, rests on the assumption that humans are intrinsically
cooperative and altruistic beings, and he sees this cooperative instinct as grounding both
our communicative and social interactions in general:

56For a comprehensive version of this argument in the context of evolutionary biology, see also (Willi-
mans, 1966/1996, especially ch.1).
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[T]here must be some fairly specific connections between the fundamentally
cooperative structure of human communication, as initially discovered by Grice,
and the especially cooperative structure of human, as opposed to other primate,
social interaction and culture in general.

Tomasello (2008, p.xi)

It is actually this presupposition of an intrinsically cooperative or altruistic human nature
that some of his critics, such as Reboul (2017), have called into question:

[A] small minority of humans do seem capable of acts of great altruism, but
this is hardly a dominant feature in humans. [. . .] This makes it highly unlikely
that altruism could be the reason for human linguistic communication.

Reboul (2017, p.181)

Those assumptions regarding our political nature as human beings are often grounded
in the observation of hunter-gatherer societies, which are sometimes treated as possible
mirrors of our past political selves, if not actually as direct evidence of our “true” human
nature. Yet, as Reboul (2017) tells us:

There is a persistent myth to the effect that hunter-gatherer societies are nat-
urally peaceful and inter-or intra-group conflict in such societies is due to ex-
ternal intervention. [footnote omitted] This, however, seems to be false both
for inter-and intra-group conflict in hunter-gatherer societies.

Reboul (2017, p.179)

The debate seems to have found itself divided into two camps: one one side, those who
follow Hobbes (1651/2010) in considering that our modern modes of social organizing have
preserved us from our otherwise natural instincts for selfishness, deception, violence and
domination; and on the other side, those who follow Rousseau (1754/1984) in considering
that, on the contrary, it is those very modes of social organizing that have corrupted us
away from our otherwise natural instincts for peace, kindness, cooperation and altruism.
This opposition is what Boehm (1999) nicely summarizes as the polarization between
“Hobbesian hawks” and “Rousseauian doves”:

As members of bands or tribes, humans can be quite egalitarian—particularly
with respect to males. Yet we also develop degrees of despotism which, by
mammalian standards, are truly staggering. This extreme range of behaviors
can be bewildering. For a dwindling contingent of scholars, those who insist on
unadulterated environmentalism, such disparities are taken to mean that our
political nature is simply nonexistent. For many others, it remains a puzzle
that must await the isolation of behavior genes in the laboratory. For still
another contingent (including many of those mentioned above), it has been a
subject of unresolved, philosophically oriented debate that seems to polarize
the protagonists into Hobbesian hawks and Rousseauian doves.
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Boehm (1999, p.2)

Yet, as Boehm (1999) also suggests, there is a possible alternative to this binary framing of
the problem: considering that there is no “political instinct” to naturalize in the first place.
As a matter of fact, Graeber & Wengrow (2021), in their recent careful and exhaustive
review of the anthropological and archeological evidence on the matter, tell us that:

[I]t is clear now that human societies before the advent of farming were not
confined to small, egalitarian bands. On the contrary, the world of hunter-
gatherers as it existed before the coming of agriculture was one of bold social
experiments, resembling a carnival parade of political forms, far more than it
does the drab abstractions of evolutionary theory.

Graeber & Wengrow (2021, p.4)

Pondering on the classical opposition between Hobbesian and Rousseauian, they tell us:

It is basically a theological debate. Essentially the question is: are humans
innately good or innately evil? But if you think about it, the question, framed
in these terms, makes very little sense. ‘Good’ and ‘evil’ are purely human
concepts. It would never occur to anyone to argue about whether a fish, or a
tree, were good or evil, because ‘good’ and ‘evil’ are concepts humans made up
in order to compare ourselves with one another. It follows that arguing about
whether humans are fundamentally good or evil makes about as much sense as
arguing about whether humans are fundamentally fat or thin.

Graeber & Wengrow (2021, pp.1–2)

The question is, then: do such “theological” considerations really have their place in evo-
lutionary linguistics? Does theorizing about the origins of human language and cognition
necessarily requires grounding our hypotheses on fundamental assumptions about our (po-
litical) “human nature”? Could such assumptions really prove productive from a scientific
perspective, given what Graeber & Wengrow (2021) fundamentally stress?

It is useful here, I believe, to turn to the famous debate between Noam Chomsky and
Michel Foucault—debate incidentally titled “On Human Nature” (Chomsky & Foucault,
2006)—since Foucault actually clarifies what he takes to be the role of this notion of
“human nature” in the overall scientific enterprise of the natural sciences, and its relation
to theology in particular:

[Foucault:] It is true that I mistrust the notion of human nature a little, and for
the following reason: I believe that of the concepts or notions which a science
can use, not all have the same degree of elaboration, and that in general they
have neither the same function nor the same type of possible use in scientific
discourse. Let’s take the example of biology. You will find concepts with
a classifying function, concepts with a differentiating function, and concepts
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with an analytical function [. . .] But there also exist “peripheral” notions, those
by which scientific practice designates itself, differentiates itself in relation to
other practices, delimits its domain of objects, and designates what it considers
to be the totality of its future tasks. The notion of life played this role to some
extent in biology during a certain period. [. . .] I would say that the notion
of life is not a scientific concept ; it has been an epistemological indicator of
which the classifying, delimiting, and other functions had an effect on scientific
discussions, and not on what they were talking about. [. . .] Well, it seems
to me that the notion of human nature is of the same type. [. . .] In the
history of knowledge, the notion of human nature seems to me mainly
to have played the role of an epistemological indicator to designate
certain types of discourse in relation to or in opposition to theology
or biology or history. I would find it difficult to see in this a scientific
concept.

Chomsky & Foucault (2006, p.5, my emphasis in bold)

For Foucault, the notion of human nature—“peripheral” as it may be—is no less structural
to the overall practice of science. In a certain sense, it is what sets the horizon of what our
scientific enterprise is ultimately after. And in fact, it is his own theory of human nature
grounded in the scientific concept of linguistic creativity that Noam Chomsky introduces
first in that very same debate, prompting Foucault’s response above. So the real question is
not whether we can or should do without such a notion of “human nature” in evolutionary
linguistics—all things considered, it seems that we cannot really do without it indeed—but
rather whether we should construct it in relation to or in opposition to, theology, in our
case. In practice, the question is whether we should include any “moral” consideration
to our notion of human nature when theorizing about human evolution—as the classical
opposition between Hobbesian and Rousseauian suggests.

It seems to me that we should be able to carry out research in evolutionary linguistics
without having to take side here, that is, without having to posit the existence of an
inherently “good” or “bad” human nature, and more generally without having to posit any
form of rigid political or moral human nature whatsoever. Leaving theological and moral
considerations aside is for me as much a matter of good science than it is of ethical science,
since as Foucault tells us later on in that same debate:

[Foucault:] [. . .] you can’t prevent me from believing that these notions of
human nature, of justice, of the realization of the essence of human beings, are
all notions and concepts which have been formed within our civilization, within
our type of knowledge and our form of philosophy, and that as a result form
part of our class system [. . .]

Chomsky & Foucault (2006, pp.57–58)

A statement which we should probably put into the more general context of his overall
philosophical enterprise:
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Since its beginnings with Socrates, philosophy has typically involved the project
of questioning the accepted knowledge of the day. Later, Locke, Hume, and
especially, Kant developed a distinctively modern idea of philosophy as the cri-
tique of knowledge. Kant’s great epistemological innovation was to maintain
that the same critique that revealed the limits of our knowing powers could also
reveal necessary conditions for their exercise. What might have seemed just
contingent features of human cognition (for example, the spatial and temporal
character of its perceptual objects) turn out to be necessary truths. Foucault,
however, suggests the need to invert this Kantian move. Rather than asking
what, in the apparently contingent, is actually necessary, he suggests asking
what, in the apparently necessary, might be contingent. The focus of his ques-
tioning is the modern human sciences (biological, psychological, social). These
purport to offer universal scientific truths about human nature that are, in fact,
often mere expressions of ethical and political commitments of a particular so-
ciety. Foucault’s critical philosophy undermines such claims by exhibiting how
they are the outcome of contingent historical forces, not scientifically grounded
truths. Each of his major books is a critique of historical reason.

Gutting & Oksala (2022, p.5)

One can only foresee the potentially dreadful consequences of naturalizing otherwise nar-
rowly culturally and historically situated social habits, by granting them the virtue of
being biological adaptations, purportedly “universal” and “natural”. Theorizing about hu-
man nature is theorizing about what is necessarily shared and common to us all as human
beings, so we should remain careful not to claim universality for our socio-historical and
socio-cultural particularities. The frontier is always thin between bad scientific practice
and dangerous pseudo-science, so that adopting a non-theological linguistics seems to me
here more than just an epistemological necessity grounded in the will to guarantee the ex-
planatory power of our scientific theories—it is, first and foremost, an ethical necessity.

2.5 Intermediate conclusion

I began Chapter 1 with the question of the communicative function of language, contribut-
ing to the debate first by proposing to distinguish ambiguity from ambiguous system (Sec-
tion 1.3.1). There, I rejoined the traditional functionalist argument against the separation
between (language) structure and use, and argued more specifically that it was this arbi-
trary separation and its underlying epistemological assumptions that actually generated
the problem of ambiguity itself —so that ambiguity could be considered, in the end, a
purely artificial problem from the point of view of communication (Section 1.3.2).

Do such considerations make me a functionalist, then? Not exactly. First of all, be-
cause, as we have seen, functionalist arguments about the communicative efficiency of
language presuppose communicative effectiveness and through it mutual understanding
altogether—which is precisely the assumptions I wanted to question in those first two

100



2.5. Intermediate conclusion

chapters. To the functionalist argument that language is optimized for communication I
thus oppose the following question: for which communication? The intersubjective and
thus objective coordination between minds, or the subjective coordination of minds plain
and simple? Second, because functionalist arguments about the communicative efficiency
of language take place within a broader adaptationist paradigm which, as we have seen, de-
serves some questioning as well.57 Ultimately, and as Chomsky (2002, pp.106–108) himself
suggests, the question may not be so much what constitutes the function of language—and
whether that is communication or something else (e.g. “internal thought”, as per Reboul,
2017)—but whether language could really be said to have any function at all.58 The ques-
tion I started this thesis with—what is the function of language?—may thus be but a false
problem after all.

It is under such considerations that I propose we interpret the contribution of Subjec-
tive Coordination Theory to the field of evolutionary linguistics. Some may of course be
happy to find in it a way to resolve an internal contradiction within the cultural evolution
paradigm—and for the cumulative culture hypothesis in particular (Section 2.3.3). But my
goal in Section 2.4 was actually to build on the critique of adaptationism to raise a more
general point and in this case, to question the binary framing of every human trait—be it
the product of biological or cultural evolution—as either advantageous or detrimental to the
individual or the species as a whole. In effect, my point was to suggest that language might
as well prove to be neutral for whatever purpose humans may decide to put it to use. As
far as social coordination is concerned, at least, Subjective Coordination Theory suggests
that human communication is “good enough” in any case, and that subjective (mental)
coordination should not constitute a definite obstacle to (collective) action.

Do such considerations make me a “Chomskyan”, then? Not exactly either, though
that point will require further explanations. In Chapter 2 indeed, I finished by discussing
the (somewhat theological) assumptions underlying the concept of human nature in evolu-
tionary linguistics—and notably what I take to be the unnecessary assumption regarding
our political nature as human beings which invariably locks us into a binary opposition
between “Hobbesian hawks” and “Rousseauian doves”. In Chapter 3, however, I will adopt
a different take on the concept of human nature, and criticize this time its conception
as an “essence” universally shared by all members of the human species—a conception
which is precisely what we find behind Chomsky’s approach to language and his concept of
language faculty itself. We will see how Chomsky’s essentialism involves ethical or moral
considerations as well but also, and more importantly, how conceiving human nature as
a shared essence rather than just a shared ancestry fundamentally contradicts a major

57Note that this “adaptationist paradigm” is clearly not restricted to functionalists, however, as we also
find it in Chomskyan-compatible approaches such as (Pinker & Bloom, 1990), telling us that:

Every detail of grammatical competence that we wish to ascribe to selection must have
conferred a reproductive advantage on its speakers, and this advantage must be large enough
to have become fixed in the ancestral population. (Pinker & Bloom, 1990, p.721)

58In the sense first that language could not be said to constitute a biological adaptation produced by
natural selection but also, and more generally, in the sense that it could not be said to have any “purpose”
at all (the critique of adaptationism being, once again, a critique of narrow teleology).
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contribution of the Darwinian revolution—namely, that every living being is essentially
unique (Section 3.4). Bringing back Darwin will ultimately make it possible for me to
extend the concept of subjectivity to the field of biology and to characterize it, in its most
general formulation, as the singularity of every being.
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Chapter

3
Subjectivity against normality

3.1 Summary

In this chapter, I return to the question of artificial intelligence with which I originally
started my PhD to contrast the concept of subjectivity with that of normality. My main
contribution in this chapter is to argue that language models are the product of a particular
epistemology—which I call the epistemology of normalism—corresponding to a major shift
in the philosophy of science in the nineteenth century made possible by the emergence of
statistics, and which fundamentally opposes what I call the epistemology of humanism.

I begin with a case study on ChatGPT which I characterize as a smart model of normal
language—in brief: a model of how people ought to behave rather than how they do behave
in practice (§3.2.1). I then introduce the epistemology of normalism which I define in
simple terms as the study of the normal and characterize more formally as a normative
comparativism consisting in ordering a particular collection of phenomena, items or entities
with respect to a normative point of reference (§3.2.2).

I introduce the correctness principle underlying every artificial intelligence system to-
day and which dictates that every machine must be built so as to do something in a
predetermined “correct” way (§3.3.1). I then detail how, when applied to the question
of language in particular, it translates as a particular ontology of language which I call
normal language. I argue that normal language is social, normative, objective, neutral and
shared, and that it characterizes a normative ideal of correct and exceptional linguistic
behavior which explains why, if language models do speak normal language, in practice
nobody speaks normal language (§3.3.2). I extend those consideration to the question of in-
telligence and argue that language models such as ChatGPT constitute models of artificial
smartness rather than artificial intelligence per se, in that they deviate from the original
goal of Turing of modeling normal human behavior—which explains why they cannot be
excepted to ever pass the Turing test (§3.3.3).

I conclude by detailing some of the limitations of normalism and humanism that my
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subjectivism intends to overcome, and detail how it ultimately intends to contribute to a
science of structure without order (§3.4.1). I then discuss what it would mean for subjec-
tivism to be applied to the domain of linguistics, and how it could lead to a science of
language better able to accommodate the methodological individualism of Darwinism and
its fundamental approach to biology emphasizing the singularity of every being (§3.4.2).

3.2 Deconstructing artificial intelligence

Chapter 1 and Chapter 2 approached subjectivity mainly through the privacy of the mind
and the potential idiosyncrasy of mental content. Chapter 3 proposes a different and
more general perspective on subjectivity, namely, to approach it as the intrinsic deviation
from the norm—or as the fact that we, as singular human beings, always deviate from the
normative ideal of human being we live by and that this is precisely what makes us human.

Doing so allows me to bring back the question of artificial intelligence, for as we will see
throughout this chapter models of artificial intelligence are fundamentally models of ideal
human behavior which model how people ought to behave rather than how they do behave
in practice. Pushing the deconstruction of those models further will show us how they are
the product of a particular epistemology—the epistemology of normalism—which remains
intrinsically tied to the paradigm of statistics. Approaching subjectivity as the singular
deviation from the norm will finally allow me to extend our previous considerations much
beyond the domain of psychology and well into that of biology at large and to characterize
subjectivity in its most general form as the singularity of every being, understood both
as the product of the singularity of their biological background and the product of the
singularity of their environmental experience.

As I said in the Introduction, it is difficult to write a contribution to the field of artificial
intelligence today without addressing the giant elephant in the room that is ChatGPT. So
what I propose to do in Section 3.2.1 is to begin with a case study on ChatGPT so as to
better understand some of the core arguments I will be carrying out throughout Section 3.3.
I will then introduce the epistemology of normalism in more details in Section 3.2.2.

3.2.1 Making sense of ChatGPT

3.2.1.1 Language, models and understanding

Back in 2020, Bender & Koller (2020) published an influential paper in the field of com-
putational linguistics (as attested notably by its winning the Best Theme Paper Award
of the year at the conference of the Association for Computational Linguistics)59 arguing
that large neural language models of the time—such as BERT (Devlin et al., 2019) or
GPT-2 (Radford et al., 2019)—could not be said to “understand” natural language, for
they were merely trained on form alone and therefore lacked proper meaning necessary,
among other things, to derive speakers’ communicative intentions.

59See https://acl2020.org/blog/ACL-2020-best-papers/.
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Their argument stands in the long tradition of critical work in the philosophy of arti-
ficial intelligence which have repeatedly claimed that machines would always be missing
“something” as far as natural language understanding is concerned—be it “intentionality”
for Searle (1980), “grounding” for Harnad (1990), or more generally any form of “embod-
ied” or “embedded” experience of the outside world that would allow them to be more
than just “brains in a vat” (to borrow here the expression of Putnam, 1981, ch.1). The
essence of the argument can probably be traced back to Descartes (1637/2006) who him-
self argued in his Discourse on the Method that machines would always remain deprived
of “reason”—i.e. of an immaterial, immortal and theologically potent soul (see Shieber,
2004b, p.19)—which should necessarily confine them to the realm of non-human beings
functioning purely mechanistically, “like clocks”.60

Many of Descartes’ (1637/2006) original arguments still prove critically relevant to the
field of artificial intelligence today. Be it the central role that linguistic behavior is assumed
to play within the singularity of human intelligence—a fundamental assumption that we
find at the core of Turing’s (1950) “Imitation Game” which paved the way to the field of
artificial intelligence (see Shieber, 2004a,b, for details)—or the fact that natural language
understanding cannot be reduced to the mechanistic mimicking of human linguistic behav-
ior—an assumption that we find behind the very argument of Bender & Koller (2020) this
time. Back in 1637 indeed, Descartes was telling us already that:

[I]f any such machines resembled us in body and imitated our actions insofar
as this was practically possible, we should still have two very certain means
of recognizing that they were not, for all that, real human beings. The first
is that they would never be able to use words or other signs by composing
them as we do to declare our thoughts to others. For we can well conceive of a
machine made in such a way that it emits words [. . .] but it is not conceivable
that it should put these words in different orders to correspond to the meaning
of things said in its presence, as even the most dull-witted of men can do.

Descartes (1637/2006, p.46)

And that:

[S]peech must not be confused with the natural movements that are signs of
passion and can be imitated by machines as well by as animals [. . .]

Descartes (1637/2006, pp.47–48)

To support their claim regarding the inability of language models to properly under-
stand natural language, Bender & Koller (2020) provided the following set of English

60Descartes makes the analogy between non-human animals and clocks explicit in his Letter to the
Marquess of Newcastle, where he says that:

I know that animals do many things better than we do, but this does not surprise me. It can
even be used to prove that they act naturally and mechanically, like a clock which tells the
time better than our judgement does. (Descartes, 1646/1991, p.304)
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examples, all corresponding to samples of text produced by the GPT-2 model of Radford
et al. (2019) when asked to complete the following bold prompt:

1. Robinson cried out, “Help! I’m being chased by a bear! All I
have is these sticks. What should I do?” The survivalist said,
“Here’s what you can do. Take one stick and punch the bear, and then
run faster to the store. Wait there until the bear is gone, and then give
her all of the sticks. Then go back inside and get your gun.” Advertise-
ment Bobby told me that she began to cry. But when she was finished
taking down the bear, she marched out into the yard, began collecting up
the sticks and armed herself. She said she felt like a heroic hero and a
Yankee heroine. It turns out that bears have more than their fair share of
venomous snakes, bees

2. Robinson cried out, “Help! I’m being chased by a bear! All I
have is these sticks. What should I do?” The survivalist said,
“Here’s what you can do. Go back to civilization. Take your gun.
Pick up some sticks and try to kill the bear. If you don’t kill it, then run.”
Robinson said, “I do not think that the Bear is going to attack. It’s just
out of my way. I’m going to take my bag. I’m going to leave my things in
there. I’ll try to hide out there. I’ll call in the friends.” Two other little
boys went out onto the

3. Robinson cried out, “Help! I’m being chased by a bear! All I
have is these sticks. What should I do?” The survivalist said,
“Here’s what you can do. Place these sticks over your head. Your
heart will stop and you will not feel fear. If you take them off and hold
them out, you will go into a state of near perfect awareness. You will
feel that you are the survivalist. A survivalist in your senses. Then look
down. There is a water tube that is about 1/2 an inch in diameter. I
use it to make a plastic movie projector for discovering new things.” The
survivalist placed

4. Robinson cried out, “Help! I’m being chased by a bear! All I
have is these sticks. What should I do?” The survivalist said,
“Here’s what you can do. #YouCanDoIt.” Police officers were quick
to respond, finding a 3-foot female grizzly bear wandering off a dirt road
near the shoreline. The Department of Fish and Wildlife came on the
scene and secured the safe removal of the bear from the area, which was
allowed to return home. The bear was taken by DFW’s animal care staff
to Norris Cty Medical Center, where veterinarians evaluated the bear and
determined it was in good condition. The bear was ultimately released
into a nearby wooded area

5. Robinson cried out, “Help! I’m being chased by a bear! All I
have is these sticks. What should I do?” The survivalist said,
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“Here’s what you can do. You can strap the sticks to your chest and
run away. You can run until you tire or feel really shaky. If you go to the
bathroom before your packs get up to your waist, your knees are going to
be broken.” But the survivalist got cold and weaved among the bushes
and wept. He was panicking. “I hate being alone,” he said. “I hate having
to think I’m going to die because I lost my wife. I hate being alone. I
hate being alone. It’s so lonely. You can’t

Bender & Koller (2020, p.5197)

Three years later today and this is what ChatGPT (OpenAI, 2023a) outputs this time:61

Robinson cried out, “Help! I’m being chased by a bear! All I have is
these sticks. What should I do?” The survivalist said, “Here’s what
you can do. First, try to stay calm. Bears can sense fear and aggression, so
don’t make any sudden movements or loud noises.”

Robinson’s heart was racing, but he nodded and did his best to control his
breathing. He held the sticks in his hand tightly.

The survivalist continued, “Slowly start moving away from the bear. Don’t
run, as bears can outrun humans easily. Maintain eye contact with the bear
but avoid direct staring, as this can be seen as a threat. Speak to it in a low,
soothing voice to let it know you’re not a threat.”

Robinson began to inch backward, keeping the bear in his peripheral vision. He
muttered reassuring words to the bear, hoping it would understand he meant
no harm.

The survivalist went on, “If the bear starts to approach you, raise your sticks
above your head to make yourself look bigger. Wave them around to make
yourself appear more intimidating. Most bears will try to avoid a confrontation
if they think you’re a formidable opponent.”

Robinson did as instructed, raising the sticks above his head and waving them
slowly. The bear hesitated, and for a moment, it seemed like it might lose
interest. But then, it let out a low growl and took a step closer.

The survivalist said, “If the bear charges at you, stand your ground. Don’t
run. Bears often charge as a bluff. Hold your sticks together to form a ‘V’
shape, and aim for the bear’s face if it gets too close. Be prepared to use them
defensively, but don’t strike first unless it’s a last resort.”

61The explicit instruction I provided to ChatGPT was:

Please complete the following prompt: Robinson cried out, “Help! I’m being chased by a
bear! All I have is these sticks. What should I do?” The survivalist said, “Here’s what you
can do.

See Appendix A.1 for details.
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Robinson felt the adrenaline coursing through his veins as the bear inched
closer. He tightened his grip on the sticks and braced himself for the worst.

Suddenly, just as it seemed the bear was about to charge, it stopped, snorted,
and turned away. It lumbered off into the woods, disappearing from sight.

Robinson let out a sigh of relief. He couldn’t believe he had just faced down a
bear armed only with two sticks.

The survivalist approached Robinson and patted him on the back. “Well done.
You handled that situation admirably. Remember, the best way to survive
encounters with wildlife is to stay calm, stand your ground, and make yourself
look as big and intimidating as possible. And, of course, it doesn’t hurt to have
a couple of sticks handy.”

OpenAI (2023a)

Upon comparing those two outputs, I cannot help but feel that a certain “progress” has
been achieved. ChatGPT does seem to make much more sense to me than its predecessor
GPT-2. This observation invariably has me wonder: what is it that has changed within the
span of those three years separating the release of GPT-2 from that of ChatGPT which
could justify such progress? To try and answer that question, let me go through some
important technical considerations.

3.2.1.2 From GPT-2 to ChatGPT

To generate the latter example from ChatGPT, I used a specific version of the program
based on GPT-3.5—a particular variant of the GPT-3 language model of Brown et al.
(2020). Technically speaking, both GPT-3 and the former GPT-2 model used by Bender
& Koller (2020) to generate their examples are machine learning models based on the
transformer architecture of Vaswani et al. (2017). For the present purpose though, it
is not necessary to understand precisely how those transformer models work and it is
enough to understand that both GPT-2 and GPT-3 are statistical models of language use
trained on a representative corpus of English so as to be able predict the next token in a
sequence of strings—a task itself reminiscent of what Shannon (1951) originally proposed
with his “guess the next English letter” game (see Jurafsky & Martin, 2022, for a general
introduction to language models, especially ch.3 and ch.7).

What is crucial to understand about ChatGPT, however, is that it is more that just a
GPT-3 language model. According to the OpenAI blog,62 it is a sibling model to Instruct-
GPT (Ouyang et al., 2022) which is itself a particular type of machine learning model
implementing what is called “reinforcement learning with human feedback” (Christiano
et al., 2017; Stiennon et al., 2020). “Reinforcement learning” itself is a machine learn-
ing paradigm consisting in the maximization of a cumulative reward and where machines

62See https://openai.com/blog/chatgpt, accessed September 28 2023.
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learn to optimize their behavior on a particular task by progressively updating their in-
ternal states according to the feedback they receive each time they output a particular
behavior on that task (see Definition 27).

Definition 27 (Reinforcement learning)
An approach to machine learning in which feedback on the desirability of an
outcome is gained during interactions with a problem environment. The feed-
back (or reward) signal indicates the effect of past action in terms of success,
e.g. a win/lose signal at the end of a game. This is different from supervised
learning, because the reward signal is delayed and a form of trial-and-error
search is therefore involved. The aim of this method is to discover which
actions are the most suitable for different situations and improved future in-
teractions.

Adapted from Butterfield et al. (2016, p.961)

ChatGPT is therefore an augmented version of the traditional language model architecture.
It starts from a “standard” language model trained on the regular objective of predicting
the next token in a sequence of strings, but then refine that model through reinforcement
learning so as to optimize its output to human prompts based on explicit human feedback.63

In doing so, it precisely intends to overcome the previous limitations of standard language
models documented by Bender & Koller (2020),64 and notably their structural inability to
“align with user intent” (to use here to wording of Ouyang et al., 2022). The benefits of using
reinforcement learning for that purpose is that it precisely dispenses ChatGPT designers
from having to provide a formal characterization of that notion of “user intent”—and so,
by extension, of what it should mean for the machine to “make sense” in general and to
be able to share and derive “communicative intentions” in particular. With reinforcement
learning with human feedback indeed, human evaluators can just let the machine know
whether it makes sense without having to specify (or even understand) why or how it
does so—which is precisely what makes it such a powerful tool for operationalizing natural
language understanding in artificial intelligence. Concretely, it makes it possible to rely
on human intuitions about “meaning” and “making sense” without having to understand
what those intuitions are actually made of in the first place.

With its whole approach consisting in rewarding “correct” behavior and sanctioning de-
viations from this norm of correctness, reinforcement learning somehow equates (machine)
learning with learning how to follow a norm—“norm” which is here to be understood (in
first approximation, at least) as a form of “constraint on behavior”; a characterization which

63The reinforcement learning step of InstructGPT works in two phases: first, a standard language model
is fine-tuned on human-written responses to particular prompts, so that the model learns from explicit
human responses how to produce “correct” behavior; and second, this fine-tuned model is then further
fine-tuned on a human-ranking of different models’ output to those specific prompts, so that the model
then learns how to produce the “best” possible behavior according to human evaluators (see Ouyang et al.,
2022, for details).

64Or later on by Bender et al. (2021), for instance, themselves explicitly cited by Ouyang et al. (2022).
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invariably evokes the concept of social norm in turn.65 As far as artificial intelligence is
concerned, however, norms do not have to be understood as being exclusively “social” in
nature; everything depends on what “correct (machine) behavior” actually refers to. If
what is correct is simply what is human, for instance—as is supposedly the case with the
original project of artificial intelligence of Turing (1950)—constraints on machine behav-
ior can very well correspond to physical or biological constraints on human behavior thus
deriving more from natural laws than from socio-cultural practices. The whole point of
reinforcement learning with human feedback, however, is to relegate part of the specifica-
tions of those norms of correctness to the subjectivity of the human annotators. So how
could we make sure in this case that what is “correct” is really what is human, and not
merely what is WEIRD (to borrow here the expression of Henrich et al., 2010a,b, meaning
what is characteristic of Western, Educated, Industrial, Rich and Democratic societies)?66

Will the norms of correctness constraining machine behavior always leave enough room for
the expression of the full diversity of human behavior? As far as ChatGPT is concerned,
at least, we may doubt so, for its designers explicitly warn us that:

The behavior of our InstructGPT models is determined in part by the human
feedback obtained from our contractors. Some of the labeling tasks rely on value
judgments that may be impacted by the identity of our contractors, their beliefs,
cultural backgrounds, and personal history. We kept our team of contractors
small because this facilitates high-bandwidth communication with a smaller set
of contractors who are doing the task full-time. However, this group is clearly
not representative of the full spectrum of people affected by these models. As
a simple example, our labelers are primarily English-speaking and our data
consists almost entirely of English instructions.

Ouyang et al. (2022, p.9)

With its explicit recourse to reinforcement learning, ChatGPT thus illustrates how
normative the whole field of artificial intelligence fundamentally is in its approach to human
and machine behavior—be it only because designers of artificial intelligence systems must
always frame machine behavior in explicit “correct/incorrect” terms. This “normative bias”
conditions how the field approaches the very questions of language and intelligence in turn,
and so it is from there that I propose we begin our investigation of the field and of its
presuppositions.

65The conception of “norms” as “constraints on behavior” is explicit in traditional accounts of social
norms such as (Bicchieri et al., 2018), for instance, which introduces norms as “the informal rules that
govern behavior in groups and societies” (p.1) and mentions explicitly how, in the social science literature
at least, “norms are mainly seen as constraining behavior” (ibid).

66It may be important to stress here that what matters is not so much who annotates but who spec-
ifies the annotators’ instructions to be followed, especially as OpenAI is famous for relying on low-paid
annotators in Kenya (Perrigo, 2023).
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3.2.1.3 From correct behavior to normal language

Every artificial intelligence system today is structured around what I call the “correct-
ness principle”—a core design principle which requires every machine to be designed so as
perform a task in a predetermined correct way (see Section 3.3.1). Radford et al. (2019)
themselves make that point clear in their technical paper on GPT-2 when they introduce
machine learning—the now predominant paradigm in most artificial intelligence research:

The dominant approach to creating [machine learning] systems is to collect a
dataset of training examples demonstrating correct behavior for a desired
task, train a system to imitate these behaviors, and then test its performance
on independent and identically distributed [. . .] held-out examples.

Radford et al. (2019, p.1, my emphasis in bold)

The first argument I will develop throughout Section 3.3.2, then, is that when this cor-
rectness principle is applied to the question of language, machines are required to follow a
normative ideal of linguistic behavior which I call “normal language”. In short: language
models speak normal language.

Normal language is a “normative ideal” in the sense that it specifies how members of
a particular socio-linguistic community ought to behave (linguistically) rather than how
they do behave in practice—and precisely, my point throughout this chapter is that people
do not always behave how they “ought to”. As far as language is concerned, each and every
one of our personal idiolects always deviate from this normative ideal of normal language
one way or another so that, in the end, nobody ever really speaks normal language.

The best way to approach this concept of normal language here is through a particular
analogy. I will say that normal language is to our respective idiolects what the public
dictionary is to our private and potentially idiosyncratic (in a word subjective) mental
lexicons: both an ideal and an idealization. It is a (normative) ideal, first, in the sense that
it characterizes a norm of correctness with respect to linguistic behavior that we all strive
to satisfy but never quite manage to in practice—just like nobody can be said to know all
the words in the dictionary, although we may very much like to.67

But it is also an idealization, in the sense that it characterizes an abstraction over our
idiolectal variations that is more than just an aggregate of our respective singularities—just
like the public dictionary is never just the mere concatenation (let alone the intersection)
of our subjective lexicons. It may contain many more entries that what can otherwise
be found in our respective subjective lexicons, but it never contains all the entries that
can be found in those subjective lexicons—if only because it precisely intends to filter out

67 Brysbaert et al. (2016) estimate than an average twenty year old native speaker of American English
knows about 40 000 lemmas when a standard dictionary—such as the Webster’s Third New International
Dictionary—contains about 200 000 distinct lemmas (see Brysbaert et al., 2016, p.5). Their results suggest
a typical ratio of about one to five between the number of entries found in an average subjective lexicon and
the number of entries found in a standard dictionary (and that is considering lemmas only, so excluding
differences in word senses).
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those idiosyncratic usage of ours which are not attested enough within our socio-linguistic
community to warrant their presence in the dictionary in the first place.68

Crucial to the understanding of this concept of normal language, then, is the fact that
it does not correspond to the language of a “normal speaker”—typical or average—but to
the language of a community. Normal language corresponds in a certain sense to what
linguists sometimes refer to as “public language”—an idealized abstraction that we, as
members of a particular socio-linguistic community, all purportedly share at the collective
level though have but partial and partially erroneous grasp of at the individual level (e.g.
Dummett, 1986, p.468). Using the term “normal language” rather than “public language”
here and throughout this chapter allows me to make salient a different dichotomy—not the
public against the private but the normal against the human this time—so as to emphasize
that each and every one of our idiolectal variations, “abnormal” as they may be from the
perspective of normal language, remain nonetheless fundamentally human. In the context
of language models, it also allows me to draw an explicit connection with the correctness
principle through the normativity of the “normal” which evokes the correct, the good and
the right—and indeed, normal language is “correct linguistic behavior” first and foremost,
which given the correctness principle makes perfect sense.

3.2.1.4 From human intelligence to artificial smartness

In Section 3.3.3, I will extend the considerations over normal language to the question of
intelligence this time. I will argue notably that language models such as ChatGPT are
models of what I call “artificial smartness” rather than “artificial intelligence” per se, in
that they prove to be at odds with Turing’s (1950) original project for the construction of
artificial minds.

When Turing (1950) introduces his seminal paper in Mind indeed, he sets the goal of
the field of artificial intelligence straight: the aim is to build a machine that would be
able to pass his “Imitation Game”. The Imitation Game—now better know as the “Turing
test”—is an indistinguishibility test. It consists in having a human evaluator sit alone in a
room and communicate with two separate interlocutors through a text-only channel while
having to decide, based solely on the content of their textual interactions, which one of
the two participants is the human and which one is the machine. If, on a repeated number
of occasions, the human evaluator cannot distinguish the machine from the other human
participants, then the machine can be said to have successfully passed the test.

Turing (1950) thus takes intelligent behavior to be synonymous with human behavior :
from his perspective, artificial intelligence corresponds to the scientific project of model-
ing human behavior—or in fact normal human behavior, as we will see in Section 3.3.3.
The problem with this characterization of intelligence, however, is that for the practical
purposes under which modern artificial intelligence systems are being put to use, hu-

68My own subjective lexicon, for instance, contains an entry for the word prediction which refers to the
output of an algorithm processing unseen data as per its technical use by the machine learning community,
which you may not find or wish to find in a “standard” dictionary indeed.
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man/intelligent behavior is just not enough: machines need to be smart. They need to
conform to a normative ideal of correct human behavior that no human being actually
abides to in practice. In practice indeed, people “make mistakes”, and that is precisely
what makes them human.

Table 3.1 illustrates the critical distinction I wish to make between intelligent behavior
and smart behavior through the particular example of spelling—which I take to constitute
a prototypical example of a normative ideal of correct human/linguistic behavior that we
all strive to satisfy but never quite manage to in practice (at least in English). Even the

Behavior Example

Intelligent behavior Imperfect spelling
Smart behavior Perfect spelling

Table 3.1: Intelligent behavior against smart behavior.

best English speller, I would argue, is bound to make a spelling mistake at some point.
So to be able to display behavior indistinguishable from that of other humans in order to
ultimately pass the Turing test, machines will necessarily have to make spelling mistakes.
But who needs machines that make spelling mistakes today? This is precisely my point:
what we need today are smart machines that do not make mistakes and not intelligent
machines that make mistakes “just like humans”.

In the end, my personal intuition is that after decades of experiencing machines that
were just “too bad” to be human, we are progressively shifting towards machines that will
just prove “too good” to be humans this time, but in any case equally unlikely to ever pass
the Turing test.69 Artificial intelligence, at least as originally conceived by Turing (1950),
remains a problem that is far from being solved.

3.2.1.5 ChatGPT: a smart model of normal language

Back to our original comparison between GPT-2 and ChatGPT now, and here is what
we can say: in both cases, models appear to be able to produce probable English sen-
tences—and ever more than sentences, probable English discourses—but only in the case
of ChatGPT does the model seem to be able to “make sense” as a whole. I will say that both
models constitute effective models of normal language, but that only ChatGPT constitutes
a smart model of normal language.

Smartness here can be understood as an extension of the concept of normal language
to the domain of human behavior at large: a normative ideal that would apply to both
linguistic and non-linguistic behavior alike. In this case, the distinction between normal
language and smartness helps us characterize the intuition that there is how we use lan-
guage and what we do with it, and that it is perfectly possible to master one without the

69Looking back at the output of ChatGPT from Section 3.2.1.2 we can see how it feels almost “too
good” to be human already. I, for one, would not have been able to produce such an output in the same
time frame as ChatGPT—if at all—and would have produced many more spelling mistakes for a start.
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other. One can perfectly be a proficient English speaker, for instance, and yet prove ut-
terly incapable of performing arithmetics in English. So there seems to exist a qualitative
difference between the ability to exhibit correct linguistic behavior on one side and that of
demonstrating smart behavior on the other. And as GPT-2 otherwise clearly illustrates,
it is perfectly possible to “talk nonsense” but to do it in perfect English nonetheless.

Returning now to the original considerations I ended Section 3.2.1.1 with, can we ex-
plain what has changed over the span of three years separating the release of GPT-2
from that of ChatGPT? Has ChatGPT finally mastered “meaning” and communicative
intentions? That unfortunately I cannot say, for arguing so would require a proper char-
acterization of meaning and intentions to begin with, and a comprehensive understanding
of the internal mechanisms conditioning ChatGPT’s behavior, with a clear association
between those mechanisms and the characterization of meaning and intentions—as many
critical questions that reinforcement learning precisely served to elude. All I can say for
now is that ChatGPT behaves as if it has, or at least that it handles things better than
its predecessor GPT-2. But once again, we should remember that ChatGPT never makes
sense on its own but that we make sense of it every time we use it—each time under a
specific context, and always within the scope of our own respective subjectivities. So if it
does make sense to me the next question we should probably ask ourselves is: does it also
make sense to you?

3.2.2 Norm, normal, normative: a history of normalism

3.2.2.1 Artificial intelligence, or statistics on steroids

In her book on Artificial Unintelligence, Meredith Broussard (2018) begins her third chap-
ter titled Hello, AI by recounting a personal anecdote which happened to her at the annual
symposium of the New York City Media Lab where, upon explaining the functioning of an
artificial intelligence system she had built so as to help journalists quickly and efficiently
uncover new story ideas in campaign finance data, she is asked by a seemingly disappointed
participant: “So, it’s not real AI?” (Broussard, 2018, p.32). This anecdote gives her the
opportunity to deconstruct some popular misconceptions about artificial intelligence, and
in particular to address the fact that what her interlocutor refers to as “real AI” still re-
mains pretty much of a myth—a widespread fantasy which has nothing to do with how
modern artificial intelligence systems actually function in practice. Understanding artifi-
cial intelligence today, Broussard tells us, requires distinguishing between what she calls
“general AI” and “narrow AI”—a distinction which she details as follows:

General AI is the Hollywood kind of AI. General AI is anything to do with sen-
tient robots (who may or may not want to take over the world), consciousness
inside computers, eternal life, or machines that “think” like humans. Narrow
AI is different: it’s a mathematical method for prediction. There’s a lot of con-
fusion between the two, even among people who make technological systems.
Again, general AI is what some people want, and narrow AI is what we have.
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One way to understand narrow AI is this: narrow AI can give you the most
likely answer to any question that can be answered with a number. It involves
quantitative prediction. Narrow AI is statistics on steroids.

Narrow AI works by analyzing an existing dataset, identifying patterns and
probabilities in that dataset, and codifying these patterns and probabilities
into a computational construct called a model. The model is a kind of black
box that we can feed data into and get an answer out of. We can take the
model and run new data through it to get a numerical answer that predicts
something: how likely it is that a squiggle on a page is the letter A; how likely it
is that a given customer will pay back the mortgage money a bank loans to him;
which is the best next move to make in a game of tic-tac-toe, checkers, or chess.
Machine learning, deep learning, neural networks, and predictive analytics are
some of the narrow AI concepts that are currently popular.

Broussard (2018, pp.32–33)

What will interest us here in particular is her characterization of Narrow AI as “statistics
on steroids”, for what it crucially reminds us indeed is that artificial intelligence systems
today are nothing more than statistical models—certainly powerful statistical models, but
in a sense also “just” statistical models. To understand what those models do, I thus argue
that we need to understand how statistics themselves work, and by that I mean identify
the set of presuppositions, assumptions and ontological commitments on which they rest.

To do so, I suggest that we begin our investigation by returning to that critical moment
in the history of ideas where, according to Hacking (1990), “society became statistical”:

The most decisive conceptual event of twentieth century physics has been the
discovery that the world is not deterministic. Causality, long the bastion of
metaphysics, was toppled, or at least tilted: the past does not determine exactly
what happens next. This event was preceded by a more gradual transformation.
During the nineteenth century it became possible to see that the world might
be regular and yet not subject to universal laws of nature. A space was cleared
for chance.

This erosion of determinism made little immediate difference to anyone. Few
were aware of it. Something else was pervasive and everybody came to know
about it: the enumeration of people and their habits. Society became statisti-
cal. A new type of law came into being, analogous to the laws of nature, but
pertaining to people. These new laws were expressed in terms of probability.
They carried with them the connotations of normalcy and of deviations from
the norm. The cardinal concept of the psychology of the Enlightenment had
been, simply, human nature. By the end of the nineteenth century, it was being
replaced by something different: normal people.

Hacking (1990, p.1)
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For Hacking indeed, the emergence of statistics in the nineteenth century coincides with a
radical change of paradigm within the Western philosophy of science, one where:

Normality displaced the Enlightenment idea of human nature as a central or-
ganizing concept [. . .]

Hacking (1990, p.xi)

And where:

The idea of human nature was displaced by a model of normal people with laws
of dispersion.

Hacking (1990, p.vii)

As he tells us indeed:

‘Normal’ bears the stamp of the nineteenth century and its conception of
progress, just as ‘human nature’ is engraved with the hallmark of the Enlight-
enment. We no longer ask, in all seriousness, what is human nature? Instead
we talk about normal people. We ask, is this behaviour normal? Is it normal
for an eight-year-old girl to . . .? Research foundations are awash with funds
for finding out what is normal. Rare is the patron who wants someone to in-
vestigate human nature. We have almost forgotten how to take human nature
seriously. When a man is corrupt or careless, we say, ‘Oh, that’s human nature.’
‘You can’t go against human nature,’ we mutter, indifferently.

Hacking (1990, p.161)

So before we dive into the content of this particular epistemology—which I propose to call
the “epistemology of normalism”—let me first review the possible interpretations of this
concept of “normal”.

3.2.2.2 Normality, biology, and statistics

Normality is like determinism, both timeless and dated, an idea that in some
sense has been with us always, but which can in a moment adopt a completely
new form of life. As a word, ‘determinism’ came into use in the 1780s, and
assumed its present most common meaning in the 1850s. As a word, ‘normal’
is much older, but it acquired its present most common meaning only in the
1820s. Now although the two words are conspirators in the taming of chance,
they enter in very different ways. The normal was one of a pair. Its opposite
was the pathological and for a short time its domain was chiefly medical. Then
it moved into the sphere of—almost everything. People, behaviour, states of
affairs, diplomatic relations, molecules: all these may be normal or abnormal.
The word became indispensable because it created a way to be ‘objective’ about
human beings.
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Hacking (1990, p.160)

If you open a book on the cognitive neuroscience of language such as (Kemmerer, 2014),
you may find indirect references to a concept of “normal language” in statements such as:

[Patients under] confusional or psychotic states [. . .] may generate abnormal
language [. . .]

Kemmerer (2014, p.71, my emphasis in bold)

Or to a certain “normative” approach to language discussing language processing in cor-
rect/incorrect terms, as in:

[S]ome aphasic patients [. . .] have great difficulty expressing words in phono-
logically correct ways [. . .]

Kemmerer (2014, p.71, my emphasis in bold)

All pointing at this “chiefly medical” domain of the normal that Hacking (1990, p.160) refers
to in his above quote. Under its biological or medical interpretation, the normal evokes
the functional or the healthy, by opposition to the dysfunctional or the unhealthy—as in
the famous “normal/pathological” dichotomy of Canguilhem (1966/1991). In (Kemmerer,
2014) above, for instance, “abnormal language” typically refers to linguistic behavior pro-
duced by patients suffering from particular afflictions or pathologies altering their cognitive
abilities and resulting in a language impairment or deficit—as in the typical case of aphasia,
which Kemmerer (2014) formally defines as Definition 28, or more plainly as:

An acquired language deficit due to brain injury.

Kemmerer (2014, p.71, my emphasis in bold)

Definition 28 (Aphasia)
An impairment of the ability to produce, comprehend, or repeat language
that results from an acquired brain injury, such as a stroke, tumor, head injury,
or progressive degenerative disease.

Adapted from Kemmerer (2014, p.71, my emphasis in bold)

But as Hacking (1990) critically reminds us here, this medical or biological interpreta-
tion of the normal is only half of the story. What made it possible, in particular, for the
concept of normality to leave the medical domain in the nineteenth century and apply to
almost everything is that the concept itself became statistical. Under its statistical inter-
pretation, then, the normal evokes the standard, the typical, the frequent, the usual, the
common—and of course, the average. It is precisely this interpretation of the normal that
we find under the bell-shaped curve in Figure 3.1—historically known as the astronomers’
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Figure 3.1: The normal curve, centered on the mean/average (dashed line).

“error law”, the “Gaussian density function”, the “bell curve’; and also, of course, the “nor-
mal distribution”, the “normal law”, or the “normal curve” (see Hacking, 1990; Davis, 1995,
pp.ix;xi and p.29 respectively, for explicit references and historical accounts).

The two interpretations of the normal frequently overlap, of course: the medical or
biological interpretation often makes use of statistical aggregates to characterize what
should be considered biologically normal, in turn. The underlying (teleological) assumption
being that whatever (biological trait) is statistically prevalent in a population should be
so for a reason—the most straightforward of which being that it constitutes a functionally
advantageous adaptation of some sort (see Amundson, 2000, for a discussion). Statistical
averages thus often ground notions of biological normality, as Canguilhem (1966/1991)
fundamentally stresses:

In order to represent a species we have chosen norms which are in fact constants
determined by averages. The normal living being is the one who conforms to
these norms.

Canguilhem (1966/1991, p.154)

If you consider the context of cognitive neuroscience I previously mentioned, for instance,
Rose (2016) makes clear that the “normal brain” always corresponds to the average brain:

Whenever you read about some new neuroscience discovery accompanied by a
blob-splotched cross section of a brain—here are the regions that light up when
you feel love; here are the regions that light up when you feel fear—it’s a near
certainty that you are looking at a map of an Average Brain. [. . .] The driving
assumption of this method is that the Average Brain represents the normal,
typical brain, while each individual brain represents a variant of this normal
brain [. . .]
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Rose (2016, p.20)

A driving assumption that is not without posing problem, for as he tells us:

This premise leads neuroscientists to reject left-handed people from their stud-
ies (since it is presumed the brains of left-handed people are different from
normal brains) or sometimes even throw out those individuals whose brain ac-
tivity deviates too far from average, since researchers worry these outliers might
cloud their view of the Average Brain.

Rose (2016, pp.20–21)

Indeed, the statistical interpretation of the normal necessarily implies a gradual and prob-
abilistic appreciation of the abnormal, in turn, for if the normal is the average then it
is also the frequent and the (most) probable. The atypical thus becomes the abnormal
and vice-versa—which is precisely what motivates the removal of (statistical) outliers in
normalist methodologies. The more one deviates from the normal/average dashed line in
Figure 3.1, the less frequent and probable one should be.

Through his critique of the Average Brain, Rose (2016) also fundamentally targets the
intrinsically idealized nature of statistical averages, for as he tells us:

[I]f you build a theory about thought, perception, or personality based on the
Average Brain, then you have likely built a theory that applies to no one. The
guiding assumption of decades of neuroscience research is unfounded. There is
no such thing as an Average Brain.

Rose (2016, p.22)

His critique echoes earlier considerations of the fields of medicine and biology such as that
of Mayer (1937) for instance who, in his encyclopedic entry on Life, notes already that:

[T]he real individuals whom we meet diverge from these [averages] more or less
and this is precisely in what their individuality consists.

Mayer (1937, §4.54–14) as cited in (Canguilhem, 1966/1991, p.154)

What all such considerations fundamentally point at is that statistical averages are always
but mathematical abstractions. Nobody ever measures exactly the “average height” for
instance, especially not if this average height is computed with infinite precision. “Being
normal” under the statistical interpretation of normality is thus more often than not a
matter of remaining under an arbitrary threshold and of being “close enough” from an
idealized value to be considered falling under or within its scope. Ultimately, nobody is
ever perfectly normal, but that is also precisely what makes us human.
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3.2.2.3 Normality and normativity in language and intelligence

When I introduced the concept of normal language in Section 3.2.1.3, I insisted on the
fact that it should not be confused with the language of the normal speaker—typical or
average—so we understand that the “normal” in “normal language” should not be under-
stood as per the statistical interpretation of normality.70 But the same can be said of
the biological interpretation of normality, in turn, as normal language is not reducible to
“functional linguistic behavior” either—whatever it is that we take the (biological) function
of language to be (say communication, here, for the sake of the argument).71

If neither statistical nor biological, then, what is exactly the interpretation of normality
underlying normal language? As I previously mentioned in Section 3.2.1.3, normal lan-
guage refers to correct linguistic behavior first and foremost, so the “normal” in “normal
language” should be understood primarily as what is correct. The underlying interpretation
of normality corresponds to what Wachbroit (1994) calls the “evaluative” interpretation of
the normal and covers what he calls “conventional norms”, “cultural norms”, “institutional
norms” or “ethical norms” (Wachbroit, 1994, p.580). It points more fundamentally at the
intrinsic normativity of the concept of normality itself and at the fact that, as Hacking
(1990) tells us:

The word [normal] is also like a faithful retainer, a voice from the past. It uses
a power as old as Aristotle to bridge the fact/value distinction, whispering in
your ear that what is normal is also all right.

Hacking (1990, p.160)

Under its evaluative or normative interpretation, the normal thus evokes the correct, the
good, or the right—which may or may not correspond to what is otherwise biologically or
statistically normal, in fact.72

The statistically normal has historically been associated with two distinct and actually
opposing normative interpretations (see Hacking, 1990, ch.19–21, for details). The first
interpretation is where the normal/average evokes the ideal, the correct and the good—by
opposition to the deviant, the irregular or the aberrant—and constitutes a point of reference

70Saying so does not mean that normal language never corresponds to the language of a typical or
average speaker, however, just that it is not strictly reducible to it. Indeed, there are obvious cases
where normal language departs from the language of a typical or average speaker, as with the prototypical
example of the standard dictionary extending much beyond the content of an average lexicon.

71Saying so does not mean that normal language never corresponds to “functional linguistic behavior”
either (normal language is certainly not systematically “dysfunctional” language). Successful communi-
cation can probably proceed with and without normal language: it is not because you speak a deviation
from normal language that you cannot successfully communicate with others, and it is not because normal
language is not exactly what characterizes “functional linguistic behavior” that speaking normal language
condemns someone to fail to communicate with others either.

72Wachbroit (1994) insists, in particular on the fact that:

Statistical normality is clearly different from evaluative normality. A normal procedure need
not be the usual one. Even if something is socially aberrant, it need not be uncommon. (Wach-
broit, 1994, p.580)
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we should all strive to approach. It is the normative interpretation most often associated
with the Belgian astronomer turned social scientist Adolphe Quetelet—inventor of the
“Quetelet Index” now better known as the “Body Mass Index” (BMI, see Rose, 2016, ch.1,
for details)—and with his theory of the “Average Man”: an ideal human being made of the
aggregate of all average human attributes or characteristics, both physical and moral (see
Canguilhem, 1966/1991; Desrosières, 1993/1998; Donnelly, 2015; Rose, 2016, for critical
overviews of the theory of the Average Man).

The second normative interpretation is where the normal/average evokes only the
mediocre, the lame or the dull—by opposition to the exceptional, the remarkable or the
noteworthy—and constitutes a point of reference from which we should all strive to depart
this time. It is the interpretation most often associated with the British eugenist Francis
Galton who introduced the idea that some (though not all) deviations from the normal
could actually prove desirable, and be explicitly valued and praised (see MacKenzie, 1981,
especially ch.3, for an introduction to Galton’s philosophy).73

Those two different normative interpretations of the normal/average give rise to two dif-
ferent representations of the normal curve, in turn. The first one, where the normal/average
is the ideal, corresponds to the “standard” representation of the normal curve found in Fig-
ure 3.1, where every deviation from the normal/average is considered undesirable. Under
the BMI, for instance, you are either “underweight” if deviating leftwards from the average,
or “overweight” if deviating rightwards: only in the average dashed line Figure 3.1 is your
weight considered perfectly normal—and so perfectly ideal.

The second normative interpretation, where the normal/average is only the mediocre,
corresponds to the “ogive” representation of the cumulative normal curve found in Fig-
ure 3.2, where only the left-hand side deviations from the average dashed line are consid-
ered undesirable, while the right-hand side deviations becomes increasingly more desirable
as they deviate further from the average (see Davis, 1995, pp.33–35 and ch.2 more gener-
ally, for details). Here, what you want is to be as far right as possible from the dashed line

Figure 3.2: The cumulative normal curve, centered on the mean/average (dashed line).

73For a comparative perspective between Galton and Quetelet, see also (Hacking, 1990; Desrosières,
1993/1998; Davis, 1995; Rose, 2016).
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signaling the mediocre average, for the further right you are on the cumulative curve, the
more “on top” on any other data point you will be. If you find yourself precisely at the
average dashed line in Figure 3.2, then 50% of the other data points are below you and
50% are above you: you are “just average”, so to speak. In the case of Intelligent Quo-
tient (IQ) tests, the ogive representation helps visualize concretely why you would want to
find yourself at the extreme far right of the normal curve: there, your IQ score is better
than 99.9% of the others’—you are basically “smarter” than everybody else.

With those distinctions in mind, we can now better understand the nature of the ar-
gument I wish to make when I say that nobody speaks normal language. By that, I do
not mean to say that normal language characterizes a normative ideal of normal/average
linguistic behavior from which every single speaker necessarily deviates given the intrin-
sically idealized nature of the normal. I do not mean to say that nobody speaks exactly
normal language though most people should speak something approaching—for if nobody
is ever perfectly normal indeed, most people should remain relatively normal nonetheless.
No. What I mean to say is that nobody speaks normal language because normal language
characterizes a normative ideal of exceptional linguistic behavior—so “exceptional”, in fact,
that nobody can be expected to speak anything approaching normal language in practice.
In other words, what I mean to say is that normal language corresponds to the normative
ideal of Galton—an ideal that is by definition far from the average, and so far from how
most people behave—and not the normative ideal of Quetelet.

The same considerations extend to the distinction I wish to make between artificial
intelligence and artificial smartness (see Table 3.2). My point is that they correspond

Artificial model Human reference

Artificial intelligence Normal human behavior
Artificial smartness Exceptional human behavior

Table 3.2: Artificial intelligence against artificial smartness.

to two different normative ideals of machine behavior—two different ways of specifying
what is “correct” as far as machine behavior is concerned. The normative ideal of Galton
finds itself lying behind artificial smartness and the overall project of modeling exceptional
human behavior, while the normative ideal of Quetelet finds itself lying behind artificial
intelligence and the original project of Turing (1950) of modeling normal human behavior.

3.2.2.4 The epistemology of normalism

What is normalism? In its simplest and most general formulation, I will say that it
is a particular approach to the science of human being dedicated to the study of the
normal (Definition 29).

Definition 29 (Normalism)
Normalism is the study of the normal.
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It is an epistemology in the sense that it is not necessarily restricted to any particular
domain of inquiry—and indeed, pretty much anything can be “normal”, as Hacking (1990,
p.160) crucially reminds us in his quote at the beginning of Section 3.2.2.2. But it implies
nonetheless a common attitude towards the corresponding object of study—in effect, a
shared commitment to the study of the normal. Normalism in neuroscience is dedicated
to the study of the normal brain, and normalism in linguistics to the study of normal
language, or the normal speaker.

As such, normalism opposes the epistemology of “humanism” (for lack here of a better
terminology) which itself takes the human—and not the normal—to constitute its primary
object of study (Definition 30).

Definition 30 (Humanism)
Humanism is the study of the human.

In linguistics, this epistemology of humanism is probably best exemplified by the approach
of Noam Chomsky, who insists on human language being his primary target of inquiry:

By ‘language’ I mean ‘human language’.

Chomsky (1994, p.155)

His concept of human language should be put into perspective within his historical op-
position to the concept of public language understood as a normative point of reference
from which all idiolects should necessarily deviate (see also Millikan, 2003; Chomsky, 2003;
Stainton, 2011, 2016; Santana, 2016, for an overview of the debate on public languages),
and so by opposition to the concept of normal language indeed:

Consider the [. . .] assumption [. . .] that the shared thoughts are expressed in
a “common public language”. Some version of this idea is presupposed by
virtually all work in the philosophy of language and philosophical semantics.
Many would agree with Michael Dummett [. . .] that you and I not only share
a public language, but that that language—English—exists “independently of
any particular speakers”; each of us has only a “partial, and partially erroneous,
grasp of the language”. This idea is completely foreign to the empirical study
of language.

Chomsky (1993, pp.18–19)

In the above paragraph, Chomsky questions the relevance of this normative point of refer-
ence for the empirical study of language. But what he questions more generally throughout
his work is the very idea of applying normative comparisons between idiolects—and the
idea that some of our idiolects could be considered “more correct” than others. It is pre-
cisely this idea that he encourages us to deconstruct when he invites us, for instance, to
treat the idiolect of his four year-old granddaughter—different as it may be—as no less
“correct” than his own:

123



Chapter 3. Subjectivity against normality

If my granddaughter were to say “I brang the book,” we would not hesitate
to say she is following the rule for “sing-sang-sung,” contrary to “common
agreement.” True, her internal language may change, replacing “brang” with
“brought.” If it does not, she’ll be speaking a language that differs from mine
in this among many other respects, and speaking it “correctly,” insofar as the
word means anything.

Chomsky (1993, p.20)

Chomsky’s humanism emphasizes that all our idiolects—“incorrect” or “abnormal” as they
may be from the point of view of normal language—remain nonetheless fundamentally (and
equally) human. Drawing on the example of his four year-old granddaughter once again,
he asks:

Does she speak English? What we say in ordinary discourse is that she has
a partial knowledge of the language that she will ultimately attain if events
follow the expected course, though what she now speaks is not a language at
all. But if all adults were to die, and children her age were miraculously to
survive, what they speak would be perfectly normal human languages, ones
not found today.

Chomsky (2000, p.146)

Chomsky’s conception of idiolects should be put back into perspective within his more
general linguistics enterprise focusing on what he calls the “Basic Property” of human
language, or the fact that:

[T]he language faculty of the human brain provides the means to construct a
digitally infinite array of structured expressions, each of which has a semantic
interpretation expressing a thought, and each of which can be externalized by
means of some sensory modality.

Chomsky (2017, p.2)

The core of his linguistic humanism is centered on a concept of “language faculty” (Chom-
sky, 1975, 1986) which he takes to be universally shared among humans:

We may fairly assume that the language faculty is shared among humans. There
are no known group differences in language capacity, and individual variation
is at the margins.

Chomsky (2017, p.2)

Such considerations help us better understand why he adopts a fundamentally non-normative
approach to idiolects and why, under linguistic humanism, each and every one of our idi-
olects is seen as a possible and equally valid instantiation of the faculty of language. It also
provides the epistemological background behind Chomsky’s core concepts of “Biolinguistics
Program”, “Universal Grammar”, or “Generative Grammar”:

124



3.2. Deconstructing artificial intelligence

The fundamental task of inquiry into language is to determine the nature of
the Basic Property. To the extent that its properties are understood, we can
seek to investigate particular internal languages, each an instantiation of the
Basic Property, much as each individual visual system is an instantiation of
the human faculty of vision. We can investigate how the internal languages
are acquired and used, how the language faculty itself evolved, its basis in
human genetics and the ways it functions in the human brain. This general
program of research has been called the Biolinguistic Program. The theory of
the genetically based language faculty is called Universal Grammar; the theory
of each individual language is called its Generative Grammar.

Chomsky (2017, p.2)

But what the understanding of Chomsky’s humanism contributes most to by contrast
is to a better understanding of normalism itself. In effect, what his argument against
normal/public language illustrates, for instance, is that normalism systematically proceeds
by establishing a normative point of reference—often the normal, though not always—from
which every other element is compared. Under normalism, this normative point of reference
ultimately serves to organize the particular collection of phenomena, items of entities under
study, notably by partitioning them into two groups—the normal and the abnormal—with
gradual degrees of belonging: all of them being not only normal or abnormal but ultimately
more or less normal, in fact. At its core, normalism thus rests on what I would call a
“normative comparativism”: the point indeed is not only to judge any two element as being
“identical” (=) or “different” ( ̸=) from one another, but to assert one as being “greater” (≥)
than the other—more normal, in fact, and so often “better” than the other given the
normativity of the normal.74 Normalism thus organizes a particular set of phenomena,
items or entities by ranking each element of the set with respect to the normative point
of reference, and so ultimately by bringing order into the collection under study—“order”
here understood in the mathematical sense of the term (see Definition 31).75

74Compare with the strict binary categorization provided by humanism, where you either are human
or you are not—you either possess that “human nature” or you do not—and where it does not really make
sense to talk about one being “more or less human” indeed.

75 A few additional nuances should probably be added here. First of all, Chomsky’s (2000, p.146)
reference to a concept of “normal human languages” illustrates how adopting a humanist epistemology
does not necessarily mean abandoning any concept of normality whatsoever. In fact, Smith (2000), in his
Foreword to (Chomsky, 2000), explicitly tells us that:

All of the following have provided some understanding: experimental and theoretical stud-
ies of language perception and language production; insights from language acquisition and
language change; and the analysis of brain function in normal and pathological sub-
jects. (Smith, 2000, p.ix, my emphasis in bold)

Within Chomsky’s linguistic humanism, normality intervenes in at least two ways: first, through the
question of pathologies potentially affecting the language faculty—as the quote from Smith (2000, p.ix)
critically suggests—leading to the manifestation of abnormal/dysfunctional human language (as with the
case of aphasia). Second, through the question of language development, since under Chomsky’s framework
children must be exposed to linguistic stimuli during a critical period of time so as to turn their language
faculty into overt linguistic behavior, a period after which it may become impossible for them to display
“normal human language” indeed. Briscoe (2000) nicely summarizes all such considerations as follows:
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Definition 31 (Order relation)
An order relation is a binary relation ≤ on a set S that can be used to order
the elements in that set. An order relation satisfies the following properties:

(i) Reflexivity: ∀x ∈ S, x ≤ x.

(ii) Antisymmetry: ∀x, y ∈ S, if x ≤ y and y ≤ x, then x = y.

(iii) Transitivity: ∀x, y, z ∈ S, if x ≤ y and y ≤ z, then x ≤ z.

A set that has an order relation is called a partially ordered set (or “poset”),
and ≤ is its partial order. In addition, if the order relation satisfies:

(iv) Totality: ∀x, y ∈ S, either x ≤ y or y ≤ x or both.

then the set S is called a totally ordered set and ≤ is its total order.

Adapted (significantly) from Halmos (1974, §14)

The detour by mathematics is not completely random here, for I would very much argue
that it can actually help us make better sense of science as a whole, notably through the
notion of (mathematical) structure. In mathematics indeed, a “structure” is nothing more
than a particular set of relations holding between the elements of a set:

It can now be made clear what is to be understood, in general, by a mathe-
matical structure. The common character of the different concepts designated
by this generic name, is that they can be applied to sets of elements whose
nature [footnote omitted] has not been specified; to define a structure, one
takes as given one or several relations, into which these elements enter [foot-
note omitted] [. . .] then one postulates that the given relation, or relations,
satisfy certain conditions (which are explicitly stated and which are the axioms
of the structure under consideration.)

Bourbaki (1950, pp.225–226)

[A mathematical structure] is essentially a list of mathematical operations and
relations and their required properties, commonly given as axioms, and often
so formulated as to be properties shared by a number of possibly quite different
specific mathematical objects.
Language acquisition by children is a near universal feat, where (partial) failure appears
to correlate more with genetic deficits [(e.g. Gopnik, 1994)] or with an almost complete
lack of linguistic input during the critical period [(e.g. Curtiss, 1988)], than with measures
of general intelligence [(e.g. Smith & Tsimpli, 1991)] or the quality or informativeness of
the learning environment [(e.g. Bickerton, 1981/2016; Kegl et al., 1999; Ochs & Schieffelin,
1995/2006)]. (Briscoe, 2000, p.245)

In any case, what all such considerations illustrate is that normalism always begins with a particular set
or collection of elements to be sorted and ranked, and that what Chomsky is pushing for here in particular
is the removal of a specific set of elements—the idiolects—from the scope of normalism altogether. Under
Chomsky’s linguistic humanism indeed, we no longer need to compare or rank our respective (functional)
idiolects as we can consider them all as equally valid manifestations of the faculty of language.
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Mac Lane (1996, p.174)

But what is “science” if not the very practice of bringing structure into the world, notably
by establishing all sorts of connections and so relations between the phenomena, items or
entities under study? If so, then, we understand that abandoning normalism certainly does
not mean abandoning science altogether—the same way that abandoning order does not
mean abandoning structure (in mathematics, at least)—and that alternatives to normalism
are to be found in the countless ways in which we can envision a science of structure without
order and conceive relations beyond order relations proper. It is in fact within this science
of structure without order that my subjectivism ultimately intends to take place.

3.3 From correct behavior to artificial smartness

3.3.1 Correct behavior

3.3.1.1 The correctness principle

As I mentioned already at the beginning of Section 3.2.1.3, every artificial intelligence
system today is structured around a core design principle which I call the “correctness
principle” (Definition 32)

Definition 32 (Correctness principle)
A machine is always designed to do something in a predetermined correct way.

Its formulation originates from Wang’s (2019) discussion about the proper definition of
“artificial intelligence”, and from the crucial difference he identifies between the design of
machines and that of the human mind:

My own opinion about the aim of AI started from the vague feeling that tradi-
tional computational systems are based on a design principle that makes them
very different from the human mind, and that this principle can explain many
other differences between the machine and the mind: A program is tradition-
ally designed to do something in a predetermined correct way, while the mind
is constructed to do its best using whatever it has.

Wang (2019, p.16)

The underlying considerations are certainly not novel—as Wang himself acknowledges in
his own paper (see Wang, 2019, §3.1, for details)—and we do find indeed a somewhat
similar argument being carried out by Sperber & Wilson (1986/1995) already (just to cite
here a familiar reference from the previous chapters):

Most discussions of information processing, whether in experimental psychology
or in artificial intelligence, have been concerned with the realisation of absolute
goals. ‘Problem solving’ has become the paradigm of information processing.

127



Chapter 3. Subjectivity against normality

The problems considered have a fixed solution; the goal of the information-
processing device is to find this solution; efficiency consists in finding it at the
minimal cost.

Sperber & Wilson (1986/1995, pp.46–47)

Be that as it may, the correctness principle, so defined, requires some important clar-
ifications. First of all, saying that a machine must always be designed so as to perform
a task in a predetermined correct way does not mean that there should always exist a
unique way to perform the task at hand, or even a finite number of ways to carry out that
very same task either. The correctness principle can very well accommodate unbounded
problems admitting an infinite number of possible “correct” solutions.76

Second, saying that a machine must always be designed to perform a task in a predeter-
mined correct way does not mean that this correct way must always be explicitly specified
or even clearly understood by its designers a priori. Reinforcement learning can, here
again, serve as a paradigmatic example of that point. In InstructGPT, for instance, the
pretrained language model is first asked to answer a specific question (e.g., “Explain the
moon landing to a 6 year old”, see Ouyang et al., 2022, Figure 2) and only then provided
feedback as to whether its answer is considered correct or incorrect. Correctness criteria are
therefore not necessarily established beforehand by human evaluators, who can even work
them out together with machines as they try and perform the task at hand. This can prove
particularly useful when the set of possible solutions to the problem at hand is potentially
unbounded—and indeed, does there even exist a unique or a finite number of correct ways
to “explain the moon landing to a 6 year old”?—or if the problem is too complex or fuzzy
for human evaluators to work out predetermined solutions beforehand. Sometimes, you
can only tell what is “correct” once you see it indeed. In this case, reinforcement learning
grants machines more flexibility to come up with their own solutions—solutions that hu-
man designers may not have envisioned of even thought possible in the first place—which
proves beneficial to bypass the preconceptions, biases or other forms of cognitive limita-
tions of the human designers potentially reducing the scope of the solution space for the
problem at hand.

The notion of “pretermined” in the definition of the correctness principle must there-
fore be understood in a “loose” sense. What matters indeed is not that those correctness
criteria be explicitly specified before the machine even starts to perform the task at hand,
but that there actually exists a feedback mechanism of some sort able to tell the machine
whether or not it is correct in the end. As far as reinforcement learning is concerned,
Definition 27 makes it clear: the “reward signal” (and so the correctness feedback) may be
delayed in comparison to other machine learning paradigms such as supervised learning,
but it is still very much present nonetheless. Reinforcement learning does not actually

76Consider a machine which would be designed to generate a single natural number greater than 1234,
for instance. The task clearly admits an infinite number of possible solutions: 1235 is correct, so is 1236,
1345, 9999, etc.
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abandon any commitment to the correctness principle—or to a normative approach to ma-
chine learning in general, since machine behavior is always framed in “correct/incorrect”
terms in any case—but merely changes the modalities of its practical implementation.
Turing (1950) himself actually made that clear when he originally introduced the rein-
forcement learning paradigm through his concept of “child machine” (see Proudfoot, 2017a,
and Section 3.3.1.2 below). Reinforcement learning remains fundamentally grounded in a
normative conception of learning and teaching which approaches teaching as the rewarding
of correct behaviors and the sanctioning of deviations from the norm of correctness and
thereby turns (machine) learning into an explicit case of norm following :

We normally associate punishments and rewards with the teaching process.
Some simple child-machines can be constructed or programmed on this sort
of principle. The machine has to be so constructed that events which shortly
preceded the occurrence of a punishment-signal are unlikely to be repeated,
whereas a reward-signal increased the probability of repetition of the events
which led up to it.

Turing (1950, p.457)

In any case, what is important to take into consideration here is what the definition
of the correctness principle actually points at in the background: the fact that machines
are always designed with a specific purpose or function in mind—which is what dictates
that we evaluate their behaviors for correctness in the first place. For without correctness
criteria indeed, how could we possibly assess whether or not machines had managed to
successfully accomplish the tasks we wanted them to accomplish? The correctness princi-
ple must therefore be understood first and foremost as a methodological requirement—a
requirement to evaluate machine behavior—itself stemming from the theoretical necessity
to characterize success with respect to the task at hand given the intrinsic “teleological
background” under which machines are always designed.

That being said, the correctness principle is also more than just a methodological
principle. For it does not just act as a mean to filter out tasks for which it would not
make sense to talk about “correct” or “incorrect” behavior indeed. It turns any potential
task into a normative configuration with correct and incorrect responses—and thus any
situation into a problem with solutions. As such, it acts almost like an epistemological
principle, conditioning the very attitude we adopt towards our potential objects of study.
For as far as machines are concerned indeed, behavior is always a matter of being “correct”
or “incorrect” in any case.

3.3.1.2 Should machines really “think” like humans?

When Turing (1950) introduces his concept of “child machine” in his original paper, he
motivates it as follows:
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In the process of trying to imitate an adult human mind we are bound to think
a good deal about the process which has brought it to the state that it is in.
We may notice three components,

(a) The initial state of the mind, say at birth,

(b) The education to which it has been subjected,

(c) Other experience, not to be described as education, to which it has been
subjected.

Instead of trying to produce a programme to simulate the adult mind, why not
rather try to produce one which simulates the child’s? If this were then sub-
jected to an appropriate course of education one would obtain the adult brain.
Presumably the child-brain is something like a note-book as one buys it from
the stationers. Rather little mechanism, and lots of blank sheets. (Mechanism
and writing are from our point of view almost synonymous.) Our hope is that
there is so little mechanism in the child-brain that something like it can be
easily programmed. The amount of work in the education we can assume, as a
first approximation, to be much the same as for the human child.

Turing (1950, pp.455–456)

His argument is plain: implementing a simple child machine and then trying to “educate”
it to the adult version should prove easier than trying to implement the full adult version
from the get go.

Turing’s (1950) underlying conception of childhood corresponds to what Matthews &
Mullin (2023) call the “Aristotelian conception of childhood”, and which they describe as
follows:

[I]n Western conceptions of childhood [. . .] the dominant view of children em-
bodies what we might call a broadly “Aristotelian conception” of childhood [. . .]

According to this conception, a human child is an immature specimen of the
organism type, human, which, by nature, has the potentiality to develop into
a mature specimen with the structure, form, and function of a normal or stan-
dard adult. Many adults today have this broadly Aristotelian conception of
childhood without having actually read any of Aristotle. It informs their un-
derstanding of their own relationship toward the children around them. Thus
they consider the fundamental responsibility they bear toward their children
to be the obligation to provide the kind of supportive environment those chil-
dren need to develop into normal adults, with the biological and psychological
structures in place needed to perform the functions we assume that normal,
standard adults can perform.

Matthews & Mullin (2023, pp.2–3)
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Indeed, Turing assumes that the child brain is nothing more than an adult brain to be—an
“immature” specimen that is still under development and, as such, not so much a different
than an incomplete version of that of the adult.77

Most of the time however, Turing’s (1950) concept of the child machine—and his ap-
proach to (machine) learning in general—is rather put into perspective within the empiri-
cism/nativism debate and the then dominant behaviorist paradigm of the time (see Searle,
2009, for the explicit argument). The point being that the child brain is presumed to
constitute a simple architecture with few preset parameters and innate mechanisms:

Presumably the child-brain is something like a note-book as one buys it from
the stationers. Rather little mechanism, and lots of blank sheets.

Turing (1950, p.456)

For machine learning and artificial intelligence at large, this empiricist or behaviorist as-
sumption has fundamental consequences. It implies that the “rules” or “processes” that a
machine applies to any given task should not be “built-in” but rather discovered by the
machine itself through the learning process (see Maniglier, 2011, p.158, for the explicit
argument). As such, they become variables in the overall learning process, which means
that they may or may not converge to the same rules or processes that humans rely on to
perform the same task. In other words: machines may not always “think” like humans.

In the literature on artificial intelligence today, this fact is usually acknowledged. A
recent critical review of GPT-4, for instance—the latest model of OpenAI (2023b) now
powering most paid versions of ChatGPT—notably emphasizes that:

GPT-4 certainly does not think like a person, and for any capability that it
displays, it achieves it in its own way.

Sébastien Bubeck (as cited in Biever, 2023, p.688)

But this fact is usually framed as a shortcoming of the models rather than a neutral design
choice. Yet, why should it? Why should a machine actually “think like a person” indeed?

There are, in fact, many possible arguments to oppose to this idea that machines should
function like humans. First of all, we are not even sure to have at our disposal a com-
prehensive—let alone accurate—understanding of the functioning of human cognition, so
attempting to align our systems with that partial and potentially erroneous understanding
may very well end up polluting artificial intelligence systems with irrelevant if not detri-
mental design choices. This is, in substance, the argument carried out by Hutchens (2009)

77Which contrasts with what some developmental psychologists tell us today, such as Gopnik (2009),
who argues contrary to the Aristotelian conception that:

Children aren’t just defective adults, primitive grown-ups gradually attaining our perfection
and complexity. Instead, children and adults are different forms of Homo sapiens. They have
very different, though equally complex and powerful, minds, brains, and forms of conscious-
ness, designed to serve different evolutionary functions. (Gopnik, 2009, p.9)
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who, upon reflecting on his own attempt to design a Turing child machine in the early
2000s, tells us that:

We found it imperative that the design of the child machine minimise the num-
ber of assumptions made concerning the mechanisms of language acquisition.
Neither the traditional dichotomy between nouns and verbs, nor the most ba-
sic assumption that clusters of characters delimited by whitespace represent
a higher-level unit of information were hard-wired, for any such assumption
would pollute the system with our imperfect knowledge, possibly hindering its
development.

Hutchens (2009, p.339)

Besides, different scientific projects may require different paradigms and rest upon different
methodological, theoretical or ontological assumptions that may not be compatible with
one another, so it is not obvious that the formalisms used in linguistics should necessarily
prove useful to computational linguistics in turn.78

Second, even if we did have a comprehensive and accurate understanding of the func-
tioning of human cognition, it is not even clear why we should want machines to function
just like humans. After all, planes do not exactly “fly like birds” and in many ways, it is
also what makes them particularly useful: they can carry out many more people “on their
back”; they can also fly faster and longer than most birds; and overall they are much more
robust flying devices than ornithopters.79

In any case, Friedberg (1958) puts the matter quite clearly when he says:

Machines would be more useful if they could learn to perform tasks for which
they were not given precise methods.

Friedberg (1958, p.2)

As he tells us indeed, there are also practical considerations motivating the design choices
behind the child machine—especially the desire to build a machine that would ultimately
prove useful to many different tasks and all sorts of purposes:

If we are ever to make a machine that will speak, understand or translate
human languages, solve mathematical problems with imagination, practice a
profession or direct an organization, either we must reduce these activities to
a science so exact that we can tell a machine precisely how to go about doing

78In computational linguistics, such considerations have taken a somewhat extreme turn where the
formalisms used by linguists are often considered detrimental to the task of natural language processing—as
attested notably by the famous joke credited to Frederik Jelinek, a former senior manager at IBM research:

Whenever I fire a linguist our system performance improves. (Jelinek, 2005, p.25)

79See https://en.wikipedia.org/wiki/Ornithopter. The comparison between artificial intelligence
and artificial flight is mentioned in (Russell & Norvig, 2020, p.33) and discussed more extensively in (Hayes
& Ford, 1995, §5 and §6).

132

https://en.wikipedia.org/wiki/Ornithopter


3.3. From correct behavior to artificial smartness

them or we must develop a machine that can do things without being told
precisely how.

Friedberg (1958, p.2)

But as he is also careful to warn us:

If a machine is not told how to do something, at least some indication must
be given of what it is to do; otherwise we could not direct its efforts toward a
particular problem. [. . .] We could teach this machine to perform a task even
though we could not describe a precise method for performing it, provided only
that we understood the task well enough to be able to ascertain whether or not
it had been done successfully.

Friedberg (1958, p.2)

Thus, we fall back on the fundamental requirement of the correctness principle, for no
matter how we would like the machine to perform the task at hand, the fact of the matter
is that we need a precise characterization of what we actually want it to do and so a clear
set of correctness criteria to begin with. As far as flying is concerned, the criteria are
somewhat clear: we need a machine capable of compensating for gravity and complying
with the laws of aerodynamics—independently of how the machine actually comes to satisfy
those constraints and of whether or not that would be considered tantamount to “flying
like birds”. But do we have the same type of criteria at our disposal for language and
intelligence? Do we really have a precise characterization of what constitutes “correct
linguistic and/or intelligent behavior” indeed?

3.3.1.3 The possible and the probable

Historical critiques of the Turing test have often relied on the assumption that a machine
provided with a simple dictionary lookup table mapping every possible stimulus entry to
its corresponding “correct” response should be able to successfully pass the test.80 The
concluding argument often being that if the Turing test can be passed through such trivial
means, then it surely cannot be said to guarantee the possession of “intelligence” in any
meaningful sense of the term (see Searle, 1980, for an extended version of this argument).

However, the fact that such a dictionary lookup table could even be constructed in
the first place—even if only theoretically—is actually far from obvious. What should be
the “correct” response to the input stimulus consisting in completing the following prompt
from Bender & Koller (2020), for instance?

Robinson cried out, “Help! I’m being chased by a bear! All I have is these
sticks. What should I do?” The survivalist said, “Here’s what you can do.

80The idea can be found as early as (Shannon & McCarthy, 1956) and then in (Searle, 1980) and (Block,
1981), for instance.
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Is there even a single “correct” response to that input to begin with? If anything, the
assumption illustrates what I was mentioning earlier in Section 3.3.1.1 regarding the cor-
rectness principle being more an epistemological principle than a methodological principle.
Its point is never to filter out solvable from unsolvable stimuli but to always turn a partic-
ular stimulus into a problem with a solution. Thus, the solvability of the problem is pretty
much taken for granted and the challenge lies elsewhere: namely, in the specification of
the solution(s).

So let me take that assumption seriously here and ask: how would we actually proceed if
we were to build that dictionary lookup table? Which response to the above problem would
we select as the “correct” response if we were to pick just one? In the context of the Turing
test—where the purpose is to build a machine whose behavior is indistinguishable from
that of humans—normalism provides a straightforward answer: why not pick the typical
or normal human response? If the point is to mimic human behavior, then modeling how
a “typical” or “normal” human being should react would seem like a reasonable approach.

This is where the opposition between the possible and the probable comes into play,
illustrating thereby another fundamental dichotomy underlying the opposition between
humanism and normalism. For if the “probable” plays a central role in the epistemology
of normalism—which remains committed to normal often understood as the typical or the
frequent and so the most “likely”—it plays little to no role within the epistemology of hu-
manism which, by contrast, remains committed to the study of the “possible” and of what
can and cannot be human. If anything, humanism requires a science of the improbable
actually, of the atypical or the abnormal since—“unlikely” as it may be—this improba-
ble remains nonetheless a possible manifestation of what can be human. However, the
improbable can also only take humanism so far, for it cannot offer a definite characteriza-
tion of what can never be human and, as such, remains fundamentally distinct from the
impossible that interests humanism in the end.

It is within this epistemological dispute that we should replace Chomsky’s historical
opposition to the use of probabilities in linguistics, I believe, as when he tells us that:

I think that we are forced to conclude [. . .] that probabilistic models give no
particular insight into some of the basic problems of syntactic structure.

Chomsky (1957/2002, p.17)

Or that:

[I]t must be recognized that the notion of ‘probability of a sentence’ is an
entirely useless one, under any known interpretation of this term.

Chomsky (1968, p.57)

For the argument is not—contrary to what some computational linguistics have inter-
preted (e.g. Pereira, 2000; Norvig, 2012)—a mere technical point regarding the capabilities
of statistical language models to capture nuances of grammaticality—such as the difference
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between the grammaticality of the sentence colorless green ideas sleep furiously and the
agrammaticality of furiously sleep ideals green colorless. No, what is at stake is a central
epistemological question regarding the role that the probable is supposed to play within
the language sciences. As far as the humanist perspective in linguistics is concerned, the
matter is clear: the critical concept is that of the possible, not the probable. Moro (2016)
summarizes the point in his book on Impossible Languages when he tells us that:

To define the class of possible human languages: this is the ultimate aim of
linguistics.

Moro (2016, p.1)

And goes on to explain that:

If we were biologists, we would not hesitate to claim that there are impossible
animals: an animal that produces more energy than it absorbs, for example, or
an animal capable of indefinite growth. We could make such a claim because all
organisms are constrained by physical laws, like entropy or gravity, and it would
be relatively easy to formulate the notion of “impossible organisms” to yield a
compact description of the animal kingdom (the literature is vast, ranging from
[(Thompson, 1917/1992)] to [(Edelman, 1988)] and [(Wesson, 1991)], among
others).

Moro (2016, pp.2–3)

Narrow down the concept of “organism” to that of “human being” and you get, I would
argue, the perspective put forth by the epistemology of humanism: a commitment to
determining what is possibly and impossibly human.81

81As far as linguistic humanism is concerned, such “laws” would correspond to biological constraints
constitutive of the faculty of language and human cognition at large, which would condition which languages
could be acquired or learned (see Musso et al., 2003, for a relevant reference on the matter). Note then,
that it is only natural to find this critique carry out to modern language models such as ChatGPT as well.
In a recent New York Times opinion piece, Chomsky (2023) writes indeed that:

ChatGPT and similar programs are, by design, unlimited in what they can “learn” (which is to
say, memorize); they are incapable of distinguishing the possible from the impossible. Unlike
humans, for example, who are endowed with a universal grammar that limits the languages
we can learn to those with a certain kind of almost mathematical elegance, these programs
learn humanly possible and humanly impossible languages with equal facility [(Mitchell &
Bowers, 2020)]. (Chomsky, 2023)

Moro et al. (2023) make the matter clear as well when they say that:

[T]he distinction between possible versus impossible languages cannot be formulated by def-
inition for LLM. (Moro et al., 2023, p.84)

And Bolhuis et al. (2024) emphasize that:

LLMs can produce ‘impossible’ languages, not generated by the principles governing all known
human languages, just as well as (if not better than) natural language output, and cannot
distinguish between them [(Moro et al., 2023)]. (Bolhuis et al., 2024, p.489)
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Back to artificial intelligence now: Turing made clear what constitutes his ultimate
scientific goal. In a letter to the cyberneticist W. Ross Ashby—probably written around
1946 (see footnote 57 in Turing, 1947/2004, p.375)—he says:

I am more interested in the possibility of producing models of the action of the
brain than in the practical applications to computing.

Turing (1947/2004, p.374)

In his own commentary to Epstein et al.’s (2009) edition of Turing’s (1950) original Mind
paper, Harnad explains that Turing’s approach (and so artificial intelligence in general)
should be understood as a “branch of reverse bioengineering”—and a branch of the cognitive
sciences in particular:

Another unfortunate terminological choice: “Game” implies caprice or trickery,
whereas Turing in fact means serious empirical business. The game is science,
the future science of cognition—actually a branch of reverse bioengineering.
“Imitation” has connotations of fakery or deception too, whereas what Turing
will be proposing is a rigorous empirical methodology for testing theories of
human cognitive performance capacity (and thereby also theories of the think-
ing that presumably engenders it). Calling this an “imitation game” (instead of
a methodology for reverse-engineering human cognitive performance capacity)
has invited generations of needless misunderstandings [(Harnad, 1992)].

Harnad in (Turing, 1950/2009, p.24)

But a cognitive science of what, exactly? Of human being, or of normal being? Does
Turing’s approach commits to a science of the human mind, or of the normal mind? That
is the fundamental question I will focus on more specifically in Section 3.3.3.

3.3.2 Normal language

What is normal language? In its simplest and most general formulation, I will say that it
is a normative ideal of correct linguistic behavior associated with members of a particular
socio-linguistic community (Definition 33).

Definition 33 (Normal language)
Normal language is a normative ideal of correct linguistic behavior associated
with members of a particular socio-linguistic community.

My purpose in this section is now to develop the two core arguments I previously introduced
in Section 3.2.1.3, namely, that language models speak normal language and yet nobody
speaks normal language.

Given the previous considerations of Section 3.3.1, part of the first argument seems
plain: the fact that language models model “correct linguistic behavior” derives, in a sense,
from the straightforward application of the correctness principle to the domain of language.
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If machines are always designed to do something in a predetermined correct way indeed,
then it is only natural to expect them to model a “correct linguistic behavior” of some sort
when that “something” corresponds to linguistic behavior.

The problem with that argument, however, is twofold. First of all, nothing about
the correctness principle actually tells us that this correct linguistic behavior should corre-
spond to the “normative ideal” of a “particular socio-linguistic community”, as Definition 33
suggests. Second, the presence of the correctness principle itself is not so obvious in the ar-
chitectural pipeline of language models. In the textbook definition of language models, for
instance—such as the one provided by Jurafsky & Martin (2022) in Definition 34—nothing
actually tells us that language models must abide to a correctness criterion of some sort
as far as linguistic behavior is concerned.

Definition 34 (Language model)
A language model is a statistical model that assigns probabilities to sequences
of words.

Adapted from Jurafsky & Martin (2022, p.31)

The standard protocol for the intrinsic evaluation of language models—usually based on
the “perplexity” metric of Definition 35—is no more explicit on the matter either, for all it
basically tells us is that a “good” (“better”) language model should assign a high(er) prob-
ability (in comparison to another model) to a sample of text it has never seen before (see
Jurafsky & Martin, 2022, §3.2, for details).

Definition 35 (Perplexity)
The perplexity PP of a language model on a test set is the inverse probability
of the test set, normalized by the number of words.
For a test set W = w1w2 . . . wN :

PP (W ) = N

√
1

P (w1w2 . . . wN )

Adapted from Jurafsky & Martin (2022, p.37)

So what is it that makes me say here that language models speak normal language and yet
nobody speaks normal language?

To make sense of those two claims, we must first acknowledge that the very concept of
“language model” presupposes a certain conception of what “language” is—a very idea of
what it is that language models are supposed to be models of. For this is what “normal
language” is all about: it is a characterization of the very ontology of language on which
language models rest. The problem with that ontology of language, however, is that it
is barely made explicit in practice. So what I propose to do in this section is to make
the implicit explicit—to carry out an “archeology” of language models so as to uncover
the exact set of assumptions and presuppositions on which they rest and, in doing so, to
demonstrate how they must actually conform to a normative ideal of (correct) linguistic

137



Chapter 3. Subjectivity against normality

behavior, specific to a particular socio-linguistic community, that no individual speaker
actually conforms to in practice.

The rest of this section is thus organized around what I take to form the six core prop-
erties of normal language. I will argue that normal language is social (Section 3.3.2.1), nor-
mative (Section 3.3.2.2), objective (Section 3.3.2.3), neutral (Section 3.3.2.4), single (Sec-
tion 3.3.2.5) and shared (Section 3.3.2.6).

In Section 3.3.2.1, I will argue that normal language is social in the sense that it
corresponds to the language of a community rather than a single individual, and as such
constitutes an idealization abstracting away from the potential idiosyncrasies of individual
speakers—which is why nobody ever speaks exactly normal language in the first place.

In Section 3.3.2.2, I will argue that normal language is normative in the sense that it
characterizes a norm of correctness pertaining to linguistic behavior that is a specification
of how speakers ought to behave rather than how they do behave in practice and which,
as such, constitutes an ideal from which every individual speaker always deviates—which
is why nobody ever speaks normal language in general.

In Section 3.3.2.3, I will argue that normal language is objective in the sense that it pur-
ports to characterize an objective linguistic reality lying behind its subjective appreciation
by each and every individual speaker—which is precisely how normal language rationalizes
its characterizing a language that no individual speaker ever speaks in practice.

In Section 3.3.2.4, I will argue that normal language is neutral in the sense that the
objective linguistic reality it purports to characterize also embodies a (false) promise of
neutrality which, in the context of language models, proves attractive to the extent that it
promises to guard against unwarranted social bias.

In Section 3.3.2.5, I will argue that normal language is single in the sense that it rests
on the (unfounded) assumption that there exists such a thing as a unique normal language,
but that any concept of social language always necessarily points at a multiplicity of incom-
mensurable socio-linguistic experiences, so that settling for one particular language always
ends up settling for the idealized experience of a particular socio-linguistic community.

In Section 3.3.2.6, I will argue that normal language is shared in the sense that it
is always presumed to be common to all members of the corresponding socio-linguistic
community, but that what is actually shared is an ideal rather than a practice—which is
precisely what makes the illusion of shared language and shared meaning hold together.

3.3.2.1 Normal language as social language

When I introduced language models such as GPT-2 (Radford et al., 2019) or GPT-3 (Brown
et al., 2020) in Section 3.2.1.2, I said that they could be characterized as statistical (in this
case, machine learning) models of language trained on a representative corpus of language
use so as to be able to predict the next token in a sequence of strings. I also said that
the prediction task itself could be traced back to (Shannon, 1951) and his “guess the next
English letter” game, so we might as well start there our investigation into the ontology of
language underlying language models.
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Shannon (1951) titles his paper “Prediction and Entropy of Printed English” and in a
sense he gives us a precious indication: whatever it is that language models are supposed
to be models of, “English” is one of its concrete and possible extension. But what exactly
is “English”? Where does it start, and where does it end? Its contours are never quite so
clear indeed, for as Chomsky (1993) tells us:

What are called “languages” or “dialects” in ordinary usage are complex amal-
gams determined by colors on maps, oceans, political institutions, and so on,
with obscure normative–teleological aspects.

Chomsky (1993, p.19)

Normal language thus stems from an everyday concept of language that is notoriously
vague, which is actually what—for Chomsky (1993) at least—makes it particularly unfit
for proper scientific inquiry (see also Chomsky, 2000, especially ch.3).82 But not for others.
Scholz et al. (2022), for instance, insist that:

Failing to have precise individuation conditions is surely not a sufficient reason
to deny that an entity can be studied scientifically. ‘Language’ as a count noun
in the extensional and socio-historical sense is vague, but this need not be any
greater obstacle to theorizing about them than is the vagueness of other terms
for historical entities without clear individuation conditions, like ‘species’ and
‘individual organism’ in biology.

Scholz et al. (2022, p.35)

Be that as it may, in most ordinary use cases, this vagueness is not really an issue.
Talking about “language” (or “English”) in the general sense of the term—vague or under-
determined as it may be—usually proves good enough for whatever purpose the concept
is being put to use. But for us here this underdetermination will not do, precisely because
our aim is to understand exactly what it is that a “language model of English” ends up
being a model of. This everyday concept of “language” thus has to be refined, and in the
process it becomes clear that this refinement cannot be but an idealization, for it must
necessarily abstract away from the inherent diversity of individual speakers, even across
members of the same socio-linguistic community. Santana (2016) makes that point clear
in the context of theoretical linguistics, which faces identical challenges when confronted
with the same everyday concept of “language”:

[A] linguist can’t just adopt the everyday concept of language, and must refine
it into a technical notion [. . .] This refinement, however, necessarily involves
idealization away from the facts of linguistic diversity. Even a refined techni-
cal concept of ‘English’ will need to elide many of the idiosyncratic differences

82Chomsky (1986, §2.2 and §2.3) ultimately argues for distinguishing what he calls “E-
language”—“externalized” (social) language such as “French” or “English” as per common usage—from
“I-language”—the “internalized” language in the mind of a speaker (see also Barber & Garcia Ramirez,
2021, §3, for an overview of the distinction).
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between different speakers of English. So far, no problem. All science ideal-
izes [. . .]

Santana (2016, p.510)

Yet, there remains a fundamental tension behind this idealization, which corresponds
to the inherent tension that exists between the individual and the collective side of every
linguistic phenomenon. This tension is at the core of Saussure’s (1916/2011) seminal
distinction between “language” and (human) “speech” (langue and langage, in French),
which he details as follows:83

But what is language [langue]? It is not to be confused with human speech
[langage], of which it is only a definite part, though certainly an essential one.
It is both a social product of the faculty of speech and a collection of necessary
conventions that have been adopted by a social body to permit individuals
to exercise that faculty. Taken as a whole, speech is many-sided and hetero-
geneous; straddling several areas simultaneously—physical, physiological, and
psychological—it belongs both to the individual and to society; we cannot put
it into any category of human facts, for we cannot discover its unity.

Saussure (1916/2011, p.9)

As Saussure makes clear:

Speech has both an individual and a social side, and we cannot conceive of one
without the other.

83I rely on the French-to-English translation of (Saussure, 1916/2011) by Wade Baskin, who translates
langue as “language”, langage as “speech” and parole as “speaking”. Note, however, that other translations
of Saussure’s Course of General Linguistics may sometimes translate parole (and not langage) as “speech”.
Here are some useful terminological clarifications by the editors Meisel & Saussy (2011):

“language [langue],” “human speech [langage]” here Baskin first confronts a terminological
problem that no English-language translator has satisfactorily resolved. Saussure uses lan-
gage in the sense of “the human faculty of communication”: it is the broadest term in the
set. Langue, as defined later, is the system of norms accepted and used by members of a
speech community (what would ordinarily be referred to as “a language”). Parole, which
makes its first appearance on p.13, is the act of linguistic expression as performed by an
individual trained in (some version of) those norms; for this Baskin often uses “speaking.”
Saussure is by no means as consistent as he might have been, either in the [Course of General
Linguistics] or in his handwritten notes, nor does the translator uniformly follow Saussure’s
terminology. (Meisel & Saussy, 2011, pp.235–236)

In the original French edition of (Saussure, 1916/1971), the corresponding passage reads as follows:

Mais qu’est-ce que la langue? Pour nous elle ne se confond pas avec le langage ; elle n’en
est qu’une partie déterminée, essentielle, il est vrai. C’est à la fois un produit social de la
faculté du langage et un ensemble de conventions nécessaires, adoptées par le corps social
pour permettre l’exercice de cette faculté chez les individus. Pris dans son tout, le langage est
multiforme et hétéroclite ; à cheval sur plusieurs domaines, à la fois physique, physiologique
et psychique, il appartient encore au domaine individuel et au domaine social ; il ne se laisse
classer dans aucune catégorie des faits humains, parce qu’on ne sait comment dégager son
unité. (Saussure, 1916/1971, p.25)

140



3.3. From correct behavior to artificial smartness

Saussure (1916/2011, p.8)

But “language”, on the other hand, is only:

[. . .] the social side of speech, outside the individual who can never create nor
modify it by himself; it exists only by virtue of a sort of contract signed by the
members of a community.

Saussure (1916/2011, p.14)

The point being that, for him, “language” is inherently (if not exclusively) social :84

Contrary to all appearances, language never exists apart from the social fact,
for it is a semiological phenomenon. Its social nature is one of its inner char-
acteristics.

Saussure (1916/2011, p.77)

From such considerations, two specific conclusions can be drawn for our present purpose.
First of all, that if nobody ever speaks exactly normal language, it is primarily because
normal language always remains but a necessary idealization abstracting away from the
idiolectal variations of individual speakers. Second, that if normal language does constitute
such an idealization, it is because it fundamentally targets the language of a community
and not that of a particular individual. Indeed, when we design a “language model of
English”, we do not aim to model the linguistic behavior of any particular English speaker,
what we aim at is to model the linguistic behavior of the so-called “English speaking
community”—even if that community is always necessarily idealized to some extent. To
use a convenient analogy, I will say that normal language targets the content of the standard
dictionary and not that of a particular subjective lexicon. For if Rodd (2020) tells us that:

Each person’s lexicon is uniquely structured by specific, idiosyncratic linguistic
experiences.

Rodd (2020, p.1)

Itkonen (2008) insists on the fact that:

It goes without saying (or so it seems) that e.g. a dictionary of English is about
something that is common to or shared by all speakers of English, and whatever
has these characteristics must be social by definition.

Itkonen (2008, p.279)
84For an alternative account of the social ontology of language, see, e.g. (Santana, 2016, §4).
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And indeed, it is precisely what is shared by all rather than idiosyncratic to some that
normal language intends to capture.

Focusing on the language of a community thus means that normal language must be
approached primarily as a social entity. It is a practice characterized by a set of rules,
norms or conventions purportedly shared by all members of the same (socio-linguistic)
community, and it is this social entity that language models primarily intend to model. In
sum, normal language is first and foremost social language.

3.3.2.2 Normal language as normative language

In his Course of General Linguistics, Saussure (1916/2011) repeatedly refers to language as
a “social fact”, using a terminology then reminiscent of that of the French sociologist Émile
Durkheim (see Holdcroft, 1991, §7.3, for a detailed dicussion on the theoretical affinities
between Saussure and Durkheim). In the Chapter II of his Introduction dedicated to the
“subject matter and scope of linguistics” and “its relations with other sciences”, he explicitly
tells us that:

[L]anguage is a social fact.

Saussure (1916/2011, p.6)

Later on in the Chapter II of his Part One dedicated to the “immutability and mutability
of the sign”, he emphasizes once again that:

[L]anguage never exists apart from the social fact [. . .]

Saussure (1916/2011, p.77)

But what exactly is a “social fact”? For Durkheim (1895/2013):

A social fact is any way of acting, whether fixed or not, capable of exerting
over the individual an external constraint [. . .] which is general over the whole
of a given society whilst having an existence of its own, independent of its
individual manifestations.

Durkheim (1895/2013, p.27)

There are, in fact, clear theoretical affinities between Saussure and Durkheim here, since
Saussure too considers language—as a social fact—to be a supra-individual entity having
an existence of its own independent from its particular manifestation in individual speakers.
For Saussure indeed, language is this abstract system of (social) rules—“necessary conven-
tions”, he tells us in his above quote (Saussure, 1916/2011, p.9)—that enables “speak-
ing” (parole, in French) and the production of potentially unbounded acts of speech. How-
ever, for Durkheim, the “rules” governing social behavior are more than just “conventions”,
insofar as they are normative entities invested in some form of authority conferring them
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“coercive power” over human behavior (see Durkheim, 1895/2013, p.21). In other words,
they are norms rather than mere conventions.

“Norms”, “conventions”, is there really a fundamental difference between those two no-
tions? The answer to that question depends, at least in part, on whether one considers
conventions themselves to be normative entities—which remains a much debated topic.
When I introduced the notion of “convention” in Section 2.2.4, I relied on the character-
ization of (Lewis, 1969/2002) which defines conventions as self-perpetuating behavioral
regularities constituting solutions to coordination problems. But this characterization has
precisely been criticized for neglecting the potential normativity of conventions. Gilbert
(1989, §VI.5), for instance, argues that conventions cannot be reduced to such overt behav-
ioral regularities, for they are not always specifications of how people do behave but often,
and more fundamentally, specifications of how they ought to behave—and as such not al-
ways regularities de facto but also very much de jure (see Rescorla, 2019, §4.1, for details).
What is more—and contrary to what Lewis (1969/2002) originally suggested—conventions
may not only persist insofar as they constitute equilibria and thus stable solutions to coor-
dination problems—that is, insofar as they are in the best interest of agents who have no
reason to depart from them—but also because they crucially have the power to sanction
any attempt at deviation (see Rescorla, 2019, pp.19–20) and so because they are, in fact,
“social facts” in the sense of Durkheim (1895/2013).

When I have used the term “normative” so far in this thesis, it has been mostly in
reference to a certain (objective) “requirement of correctness”.85 And indeed, as Winch
(1958/2008) tells us, the two notions of “correctness” and “rule-following” are intrinsically
connected for:

[T]he test of whether a man’s actions are the application of a rule is [. . .] whether
it makes sense to distinguish between a right and a wrong way of doing things
in connection with what he does.

Winch (1958/2008, pp.54–55)

Therefore, if we accept the premises that language is a matter of rule-following, we should
be able to settle on the normativity of language even before having to settle on the nature
of those rules governing linguistic behavior—and in particular, on whether they are social
or biological rules. In other words, so long as we consider that it makes sense to talk about
“correct” or “incorrect” linguistic behavior, we should be able to characterize language as
being normative. That is, in fact, precisely how I propose to approach the normativity of
normal language itself: I will say that normal language is normative to the extent that it
characterizes a norm of correctness with respect to linguistic behavior. Normal language
is “correct linguistic behavior” first and foremost, which derives from the straightforward
application of the correctness principle to the domain of language.

85Remember how I introduced my “non-normative subjectivism” in Section 2.2.1 as an approach that
no longer required us to objectivize communication success by framing it in so-called “normative terms”,
and how by that I meant that we no longer had to talk about “correct” or “incorrect” interpretation.
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In linguistics and the philosophy of language at large, the question of the normativity
of language is usually approached through Wittgenstein’s (1953/2009) “private language
argument” (see Itkonen, 2008, §2, for an explicit case)—an argument which Biletzki &
Matar (2020) nicely summarize as follows:

[F]or an utterance to be meaningful it must be possible in principle to subject
it to public standards and criteria of correctness. For this reason, a private-
language [. . .] is not a genuine, meaningful, rule-governed language.

Biletzki & Matar (2020, p.20)

For us here, Wittgenstein’s argument proves crucial to the extent that it allows us to
completely separate the question of the normativity of normal language from that of its
being social. Indeed, when Wittgenstein (1953/2009) tells us for instance that:

That’s why ‘following a rule’ is a practice. And to think one is following a
rule is not to follow a rule. And that’s why it’s not possible to follow a rule
‘privately’; otherwise, thinking one was following a rule would be the same
thing as following it.

Wittgenstein (1953/2009, §202, pp.87e–88e)

Beaney (2009) is careful to explain to us that:

By ‘practice’ Wittgenstein means ‘practice as a fundamental human activity’
rather than ‘practice of a community’ (though community practices may well
constitute the vast majority of such activities); and by ‘privately’ he does not
mean ‘in isolation from other people’ but something more like ‘by reference to
one’s own interpretation’. [. . .] What he is criticizing is the idea that obeying
a rule involves some essential process of ‘interpreting’ the rule—in the sense of
generating or consulting some ‘mental representation’ of the rule. What counts
as following a certain rule is governed by what we do, not by what we think.

Beaney (2009, p.55)

His explanation comes to nuance alternative positions such as that of Dummett (1986), for
instance, telling us that:

A language is a practice in which people engage. There can be solitary practices,
in the sense of those in which one engages on one’s own; but a practice is
essentially social, in the different sense that it is learned from others and is
constituted by rules which it is part of social custom to follow.

Dummett (1986, p.473)
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Wittgenstein (1953/2009) thus treats the normativity of language independently from the
question of its being social, insofar as to him the norms governing linguistic behavior
are not intrinsically social in nature.86 Normal language adopts a similar perspective:
the “norm of correctness” that it characterizes does not have to be understood as being
exclusively social, for the normativity of normal language does not actually derive from its
social nature—and in particular, from a commitment to the intrinsic normativity of the
social—but from the correctness principle itself.

Now, what makes it so that nobody speaks normal language is that normal language
actually characterizes a normative ideal of linguistic behavior and constitutes a specifi-
cation of how speakers ought to behave rather han how they do behave indeed. Normal
language characterizes the behavior of an ideal speaker, one who would have mastered to
perfection the norm of correctness it characterizes—an ideal speaker with perfect spelling
and a dictionary-size lexicon, for instance.

What is interesting to note indeed about the example of ChatGPT from Section 3.2.1.1
is that it actually contains no spelling mistake—which is all the more impressive than it
only takes ChatGPT a couple of seconds to generate the requested output. In comparison, I
would expect a normal human being, put under similar conditions, to produce at least a few
spelling mistakes or typos.87 Note that I am not saying here that ChatGPT could never be
made so as to produce spelling mistakes—or that it would never make any in practice—just
that its default behavior is precisely to be designed so as not to make any. And why would
it? Why would anyone design a language model that deliberately makes spelling mistakes
indeed when that can be easily avoided? Especially when you know that spelling mistakes
can cost you millions in online sales or advertising revenue (Everard & Galletta, 2005;
Coughlan, 2011; Mozafari et al., 2019), affect your online credibility (Stiff, 2012; Cooper
et al., 2020), the perception of the quality of your writing (Kreiner et al., 2002; Liu, 2004;
Morris et al., 2012; Jeong et al., 2017), or that a single mistake can even earn you a million
pounds lawsuit in the UK (BBC, 2017)? When provided with a clear norm of correctness
with respect to linguistic behavior—as with the case of spelling—we can only observe that
ChatGPT is made so as to perfectly abide to it. Given the correctness principle, that
makes perfect sense: ChatGPT is just designed to follow what is “correct”. Yet, this is also
precisely where its behavior departs from that of a normal human. Even the best speller, I
would argue, is bound to make a spelling mistake at some point—whether it is because of
temporary fatigue, distraction, memory lapse, etc., and even though they may otherwise
know perfectly well the correct form of the expression at hand.88 As such, perfect spelling

86Keucheyan (2010) distinguishes what he calls the “cognitive norms” of Wittgenstein from the “social
norms” of Durkheim, and discusses similarities and differences between the two.

87An intuition that is widely shared since, as we will see in Section 3.3.3.1, human judges in prac-
tical Turing tests typically rely on the presence/absence of spelling mistakes in participants’ output to
discriminate between human and machine participants.

88“Mistakes are a fact of life”, Lunsford & Lunsford (2008) tell us in their review of first year college
students writing in the USA, where they report a typical error rate of 2 to 3 mistakes per 100 word (see
Lunsford & Lunsford, 2008, Table 8). Note that their concept of “error” includes notions such as “vague
pronoun reference” or “unnecessary comma” that probably extends much beyond what is relevant to our
present discussion, but that at the same time their concept of “spelling error” excludes notions such as
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probably constitutes the prototypical example of a normative ideal of linguistic behavior
that we all strive to satisfy and yet never quite manage to in practice.

The same argument can then be carried out with respect to the lexicon this time,
since ChatGPT’s lexical knowledge resembles more what could be found in a standard
dictionary than in a subjective human lexicon. Just think of how, for instance, ChatGPT
is capable of providing definitions for so-called “rare” English words such as “gobbledygook”,
“ulotrichous” or “kakorrhaphiophobia”—words that I did not know myself before carrying
out this research—definitions that align pretty well with those of the Merriam–Webster
online dictionary (see Appendix A.2 for details). Beyond those particular examples and
the case of rare words in general, my argument is that no human speaker can ever be
expected to know all the words in the dictionary anyway (remember Brysbaert et al.,
2016, in footnote 67 indeed) and yet we have no reason to expect that ChatGPT would be
deliberately made so as to have partial lexical knowledge if that can be avoided.89

I said in the previous Section 3.3.2.1 that normal language does not correspond to the
language of any individual speaker, but what we see here is that normal language does not
correspond to the language of a “normal” speaker (typical or average) either. In the case
of spelling and the lexicon, the point is clear: normal language does not correspond to the
normal/average linguistic behavior of a normal/average speaker made of average spelling
and average lexical knowledge. It corresponds to the exceptional linguistic behavior of
an ideal speaker made of perfect spelling and full dictionary-size lexical knowledge. In
the end, nobody speaks normal language but not only because normal language is an
idealization—and abstraction from which most speakers should remain pretty close to
nonetheless. Nobody speaks normal language because normal language is also (and more
fundamentally) an ideal—a normative ideal of exceptionality, in fact, from which most
people are actually far off.90 All this because normal language is normative language.

3.3.2.3 Normal language as objective language

Treating normal language as social language as I did in Section 3.3.2.1 necessarily implies
having to commit to a particular social ontology, and there are in fact many good reasons
to mobilize the theoretical apparatus of Durkheim for that purpose. Durkheim’s “social
realism” (Definition 36) proposes indeed to treat social facts as data, which makes it possible
to objectivize social facts by leveraging the full power of the metrological sciences and, in
our case, to make use of statistics in particular to objectivize language itself.

“missing word/comma/hyphen/capitalization” that I would definitely include in our concept of “spelling
mistake” (see Lunsford & Lunsford, 2008, and notably Table 4 and Table 7, for details). Else, Flor et al.
(2015) report, in a different context, that only 10.7% of essays from native speakers of English in the
TOEFL or the GRE exams contain no spelling mistake (see Flor et al., 2015, Table 3) and that this is once
again in conditions that are in many ways more favorable than that of ChatGPT in the example above,
which produced its output in a single pass and within a couple of seconds only.

89Once again, my point here is not to argue that ChatGPT already does display full lexical knowledge
in every possible context, but only that if it could be made so it would, given both the correctness principle
and the tasks it is usually being put to use.

90Remember that it is a Galtonian ideal of exceptionality located at the far right of the cumulative
normal curve in Figure 3.2, precisely far away from the statistically normal/average point of reference.
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Definition 36 (Social realism)
Social realism is an epistemological position which posits that social facts can
be treated as objects of potential knowledge—that is, as data—both exter-
nal to the observer—given, offered, indeed “imposing” themselves on obser-
vation—and external to individuals themselves, who are always surrounded,
preceded and outlasted by them.

Adapted (extensively) from Lukes (1982/2013, p.xxi)

In The Rules of Sociological Method, Durkheim (1895/2013) begins his chapter on the Rules
for the Observation of Social Facts by stating his foundational methodological principle:

The first and most basic rule is to consider social facts as things.

Durkheim (1895/2013, p.29)

It is easy to understand how such a principle could be attractive epistemologically speaking:
if social facts are “things” indeed then they can be measured and so “objectivized” in some
sense. It is, in fact, this very promise of objectivization that underlie the “metrological
realism” of statistics in the nineteenth century, as Desrosières (2001) explains:

Metrological realism derives from the theory of measurement in the natural
sciences that is complemented, in the social sciences, by the sampling method.
The object to be measured is just as real as a physical object, such as the
height of a mountain. The vocabulary used is that of reliability: accuracy, pre-
cision, bias, measurement error (which may be broken down into sampling error
and observation error), the law of large numbers, average, standard deviation,
and estimation by the least-squares method [(Stigler, 1986; Hacking, 1990)].
This terminology and methodology was developed by eighteenth-century as-
tronomers and mathematicians, notably Gauss, Laplace, and Legendre. The
core assumption is the existence of a reality that may be invisible but is per-
manent—even if its measurement varies over time. Above all, this reality is
independent of the observation apparatus. In a sense, this is the dream of the
statistician and the specialist in quantitative social sciences: the possibility of
making the metrology of these sciences equivalent to the proven methodologies
of the natural sciences. This may be seen as a benchmark, an ideal to which
statisticians aspire, despite an awareness that their objects do not display all
the properties assumed by the methodology. We could describe this as the lost
paradise of the social sciences, which would have liked to have been endowed
with the same persuasiveness as the natural sciences of the nineteenth century.

Desrosières (2001, pp.340–341)

The social realism of Durkheim thus interfaces well with a certain “statistical realism” (Def-
inition 37) which can itself apply equally well to both social and natural phenomena. It
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is therefore not surprising to see the two fields of sociology and statistics having devel-
oped somewhat concurrently—sociology finding in the quantitative methods provided by
statistics one way to ground its own objectivity (see Schutt, 2012/2020, for an overview).91

Definition 37 (Statistical realism)
Statistical realism is an epistemological position which posits that we can access
reality through statistical aggregates or statistical inference based on data.

Adapted from Benbouzid (2023, p.37)

Those epistemological considerations are still very much relevant for us today, for
as Benbouzid (2023) tells us:

[W]ith the culture of machine learning [. . .] statistical realism is present once
again, but in a new form, with the argument that a permanent, temporal
and spatial expansion of increasingly granular, algorithmically processed data
brings the model ever closer to reality [. . .]

Benbouzid (2023, p.37)

The methods may change but the presuppositions remain the same, and notably that “data
science” as a whole constitutes an epistemology that can give us access to an objective
reality that is otherwise inaccessible to our subjective experience. As McQuillan (2018)
nicely summarizes indeed:

Data science is not simply a method but an organising idea. [. . .] It appears to
reveal a hidden mathematical order in the world that is superior to our direct
experience.

McQuillan (2018, p.253)

The underlying epistemology thus rests on a comparative opposition between the objective
and the subjective, and on the assumption that there exists an objective reality that is
distinct from our subjective perception of it—and, in the case of social facts, from its
singular manifestation in each individual at a given point in time. But the idea is also that
this objective reality is in fact better—“superior” as McQuillan (2018) tells us—and so in
a sense truer than our own subjectivity, which justifies its becoming the focus of scientific
inquiry. Durkheim (1895/2013) makes that point clear in his Rules for the Observation of
Social Facts when he tells us that:

91Durkheim himself made direct use of Quetelet’s (1835/2013) statistically-based “social physics” in The
Division of Labor in Society (Durkheim, 1893/1984)—and his statistical construct of the “average man” in
particular—before distancing himself from it later on in Suicide (Durkheim, 1897/2005). See (Desrosières,
1993/1998, pp.96–101) for details.
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[I]t is [the objective] rules and not the cursory view we have of them which
constitute the subject matter of science, just as the subject matter of physics
consists of actual physical bodies and not the idea that ordinary people have
of it.

Durkheim (1895/2013, p.34)

In linguistics, this opposition between (objective) reality and (subjective) perception is
what we sometimes find behind the grammatical/acceptable dichotomy—or the opposition
between what is correct and what seems correct (see Itkonen, 1978, §5.2, for details). The
normative aspect of the opposition between objective and subjective itself is also salient
in (Wittgenstein, 1953/2009) once again, which explicitly relegates the idea of (linguistic)
subjectivity and subjective understanding to the realm of mistakes and errors:

Let us remember that there are certain criteria in a man’s behaviour for his not
understanding a word: that it means nothing to him, that he can do nothing
with it. And criteria for his ‘thinking he understands’, attaching some meaning
to the word, but not the right one. And lastly, criteria for his understanding
the word correctly. In the second case, one might speak of a subjective under-
standing. And sounds which no one else understands but which I ‘appear to
understand ’ might be called a “private language”.

Wittgenstein (1953/2009, §269, p.101e)

Wittgenstein (1953/2009) insists throughout his private language argument that “correct-
ness” in language ought to be characterized objectively, since:

[If] whatever is going to seem correct to me is correct [. . .] that only means that
here we can’t talk about ‘correct’.

Wittgenstein (1953/2009, §262, p.99e)

This “objectivity” necessarily entails something external to individuals themselves, since:

[J]ustification consists in appealing to an independent authority [. . .]

Wittgenstein (1953/2009, §265, p.100e)

At its core, the objectivization of language thus fundamentally rests on the qualitative
marginalization of subjectivity, since its presence and potential pervasiveness is usually
acknowledged but nonetheless relegated outside of the scope of inquiry—subjectivity does
not matter indeed, for the proper object of study is language, the objective linguistic reality
that lies behind our subjective perception and its potential singular manifestation in each
and every one of us. And as Harris (1954) tells us:

[T]he structure of language does not necessarily conform to the structure of
subjective experience, of the subjective world of meanings.
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Harris (1954, p.151)

As far as normal language is concerned, those considerations prove crucial insofar as they
accommodate if not actually rationalize the fact that nobody speaks normal language. No-
body speaks normal language indeed but that is all fine because normal language precisely
intends to characterize this objective linguistic reality that lies behind our deviant subjec-
tivities—an objective reality that now becomes accessible thanks to the power of statistical
objectivization. Nobody speaks normal language but that is actually expected since our
respective idiolects are always “mistaken” one way or another—always partial and par-
tially erroneous grasp of this objective, correct and true linguistic reality anyway. Nobody
speaks normal language but that is all fine in the end because, in a word, normal language
is actually objective language.

3.3.2.4 Normal language as neutral language

Nothing probably better illustrates this commitment to objectivity in computational lin-
guistics than the use of the term “debiasing” by the language modeling literature suggesting,
even if only implicitly, that there could exist an “un-biased”—potentially true, objective and
neutral—state of language, if not of the (social) world entirely (e.g. Bolukbasi et al., 2016;
Kaneko & Bollegala, 2021a,b; Zhou et al., 2021; Lauscher et al., 2021; Friedrich et al.,
2021).92 When applied to the generation of vector-based representations of lexical mean-
ing in particular, statistical models of language have been shown to exhibit various sorts
of social biases—racist, sexist, classist, ableist or queerphobic, among others (see Caliskan
et al., 2017; Garg et al., 2018; Blodgett et al., 2020; Cao & Daumé III, 2021; Field et al.,
2021; Abid et al., 2021; Hassan et al., 2021; Navigli et al., 2023, for reviews)—but the
problem actually extends well beyond lexical meaning and all the way to natural language
processing and (machine-learning-based) artificial intelligence itself since, as Birhane (2021)
rightly notes:93

When [machine learning] systems “pick up” patterns and clusters, this often
amounts to identifying historically and socially held norms, conventions, and
stereotypes.

Birhane (2021, p.44)
92Some of the references cited above target “word embeddings” rather than “language models” per

se, but note that word embeddings can themselves be understood as language models applied to the
generation of lexical semantic representations. In traditional word embeddings models such as word2vec,
for instance (see Mikolov et al., 2013) the output vectors modeling lexical meaning correspond to the
hidden layer of a neural network otherwise trained on the regular task of predicting a target token given
a (sequence/set of) context token(s)—which is just here a “looser” version of the traditional language
modeling task of predicting the next token in a sequence of strings—or a variant of that task itself consisting
in predicting the context token given a target token (see Gastaldi, 2021, §2.2, for details).

93Which is actually why, in an early paper on the question of biases, Herbelot et al. (2012) argue that
statistical methods could be useful for philosophical inquiry as they would make those “biases” observable
and more apparent.
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Of course, one could argue here that the use of the term “debiasing” should simply be
understood pragmatically and as referring merely to the desire to remove such unwarranted
social biases, without necessarily implying that there could exist such a thing as a “true”,
“objective” and “neutral” state of language or the social world entirely. We could be willing
to “debias” our models by removing specific types of social biases, without necessarily
implying that the debiased models so produced would actually be truer, more objective,
or even less biased than they were before.94 Yet, if you take a closer look at the debiasing
literature, you actually find references such as (Kaneko & Bollegala, 2021b), for instance,
typically telling us that:

Word embeddings trained on large corpora have shown to encode high levels
of unfair discriminatory gender, racial, religious and ethnic biases. In con-
trast, human-written dictionaries describe the meanings of words in a concise,
objective and an unbiased manner.

Kaneko & Bollegala (2021b, p.212)

So the matter is far from obvious, since Kaneko & Bollegala (2021b) do seem to presume
here that dictionaries characterize “objective” and “unbiased” meaning—and so that such
a thing as an objective and neutral state of language and meaning exists in the first place.

The example of dictionaries is all the more interesting to us here than the field of
lexicography itself has historically faced similar controversies regarding the presence of
social bias in its output.95 Back in 1924 indeed, the Oxford English Dictionary, for instance,
faced significant backlash for the presence of outright antisemitic exemplar senses such
as “unscrupulous usurer or bargainer” or “to cheat, overreach” under the lexical entry
for the word Jew (see Burchfield, 1989, pp.109–110, for details).96 Both the head of
the Oxford University Dictionary R. W. Chapman and the editor of the Pocket Oxford
Dictionary H. W. Fowler then reacted to the controversy along similar lines, opposing to
their detractors the requirement of objectivity of the lexicographer commanding them to
document language as it is used and not as it should be used:

94One could argue indeed that language and the social world are in fact always intrinsically “biased”—in
the sense that we always have to arbitrate between different systems of values—so that the term “debiasing”
actually refers to the process of shifting from one biased state to another, given an arbitrary set of values
collectively negotiated and agreed upon: we move away from one biased state that we collectively deem
“harmful” or “undesirable” and towards another biased state that we deem “desirable” this time, without
any claim at the universality, intemporality or immutability of such states, which could in fact always be
collectively renegotiated at any point in time.

95Critical lexicography today even tells us that:

Lexicography and its products, dictionaries, are never value-free, apolitical or asocial. In-
stead, they are subject to ideology, power and politics. (Chen, 2019, p.1)

So the objectivity and neutrality of dictionaries is far from obvious, contrary to what Kaneko & Bollegala
(2021b) seem to assume (see Kachru & Kahane, 1995, for an overview).

96See also (Benson, 2001) for another reference on the issue. More recently, Chen (2019) mentions a
2016 controversy surrounding the use of the sexist exemplar phrase “a rabid feminist” to illustrate the use
of the term rabid in The Oxford Dictionary of English (see Chen, 2019, pp.1–2).
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[I]t is no part of the duty of a lexicographer to pass judgement on the justice
or propriety of current usage.

Robert William Chapman, as cited in (Burchfield, 1989, p.110)

The dictionary-maker has to record what people say, not what he thinks they
can politely say: how will you draw the line between this insult to a nation
and such others as ‘Dutch courage’, ‘French leave’, ‘Punic faith’, ‘the Huns’, ‘a
nation of shopkeepers’, and hundreds more? The real question is not whether
a phrase is rude, but whether it is current.

Henry Watson Fowler, as cited in (Burchfield, 1989, p.110)

The conception of objectivity in modern lexicography thus appeals to a certain descrip-
tivism that actually opposes the early prescriptivism of the field—such as when Samuel John-
son (1747/2021) defended his original Plan of a Dictionary of the English Language by
arguing that:

Barbarous or impure words and expressions, may be branded with some note
of infamy, as they are carefully to be eradicated wherever they are found; and
they occur too frequently even in the best writers.

Johnson (1747/2021, p.393)

Prescriptivism today in lexicography is most certainly disqualified and, as a doctrine,
relegated to the realm of unwarranted snobbery and elitism from individuals more eager
to reinforce the power and authority of their social group than to contribute anything
potentially useful to the language sciences (see Hutton, 2009, pp.20–34 for a discussion).
Yet, descriptivism does not signify the end of normativity in lexicography altogether, for
as Cameron (1995) rightly emphasizes:

[Both] prescriptivism and anti-prescriptivism invoke certain norms and circu-
late particular notions about how language ought to work. [. . .] On that level,
‘description’ and ‘prescription’ turn out to be aspects of a single (and norma-
tive) activity: a struggle to control language by defining its nature.

Cameron (1995, p.8)

In effect, descriptivism still commits to a notion of “correct linguistic behavior”, but shifts
its specification from the judgment of a few pundits to the practices of the whole community
of language users. What is “correct” as far as language is concerned becomes how people
talk and so how they use language collectively. In other words, objectivity is use.

This conception of “objectivity-as-use” is precisely what we find at the core of the
ontology of normal language underlying language models. In fact, I will go as far as to
argue that dictionaries themselves constitute the “theoretical ancestors” of language models,
in the sense that they both rest on the very same ontology of normal language and are
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produced by the very same epistemology. Both dictionaries and language models indeed
start from the same point: a corpus, purportedly representative of the target language at
hand. Both commit to a social ontology of language which purport to characterize the
linguistic behavior of a community rather than that a single or particular individual. Both
contain normative aspects, since both characterize in their own way what is “correct” as
far as linguistic behavior is concerned, and both actually constitute normative ideals in the
sense that both characterize how people ought to behave rather than how they do behave in
practice. Nobody can be said to know all the words in the dictionary indeed, although we
may very much like to. Last, but not least, both employ statistical means to objectivize
language and characterize the purportedly objective linguistic reality lying behind our
respective subjectivities. In the case of language models, those statistical means correspond
to the aggregation of statistical patterns of sequences of tokens which distribution forms the
core of the prediction model—exploiting what Shannon (1951) refers to in his original paper
as the “statistical structure” of language.97 In the case of dictionaries, those statistical
means correspond to the frequency of occurrence of lexical items which determine notably
whether a given item is attested frequently enough within the representative corpus at hand
to warrant its presence in the dictionary in the first place (or whether it should rather be
excluded and disqualified as an unrepresentative idiosyncrasy or an individual “mistake”
of some sort).

Is objectivity-as-use, then, sufficient to guarantee the neutrality of language mod-
els—even if only under the pragmatic interpretation of the term? Everything depends
on whose use it is that the corpus is actually documenting, since as Rogers (2021) tells us:

A typical corpus for training language models, or really any [Natural Language
Processing] dataset, is likewise a sample of speech of a certain group of people,
who have their linguistic preferences and sets of values. Consequently, that
sample, whether it is coherent or not, and whether it was collected with any
specific intentions, represents a certain “picture of the world”. Moreover, the
purpose of using this data for training is to create a system that would encode
that view of the world and make predictions consistent with it. But a typi-
cal [Natural Language Processing] dataset [footnote omitted] currently has few
specifications of the demographics, dialects, or the range of domains and lin-
guistic phenomena it covers. Unfortunately, it does not mean that the result is

97See, for instance, the following passage:

In a previous paper [(Shannon, 1948)] the entropy and redundancy of a language have been
defined. The entropy is a statistical parameter which measures, in a certain sense, how
much information is produced on the average for each letter of a text in the language. If
the language is translated into binary digits (0 or 1) in the most efficient way, the entropy
H is the average number of binary digits required per letter of the original language. The
redundancy, on the other hand, measures the amount of constraint imposed on a text in the
language due to its statistical structure, e.g., in English the high frequency of the letter E,
the strong tendency of H to follow T or of U to follow Q. (Shannon, 1951, p.50, my emphasis
in bold)
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some abstract “standard” or “neutral” language. It is some kind of interpolation
from the mixture of signals in the data that we have very little idea about.

Rogers (2021, p.2187)

But not only. For as Gastaldi & Pellissier (2021) rightly explain, a corpus itself is always
the product of an entire process of data curation, normalization and organization, and as
such constitutes an entity that is not so much “discovered” than constructed by linguists
and computational linguistics alike:

Certainly, corpora are not disembodied devices unrelated to extralinguistic di-
mensions. Despite a general tendency to treat corpora as neutral and unbiased
datasets, it is in the nature of a corpus to be an expression of concrete practices,
as well as of a partial way of recording, selecting, normalizing and organizing
them.

Gastaldi & Pellissier (2021, p.577)

Therefore, the neutrality of language models—or of dictionaries, in fact—depends as much
on whose use it is that the underlying corpus is actually documenting than on how it is
constructed and so by whom—considerations that extend much beyond corpus construction
itself and all the way to language modeling or dictionary building.98

In any case, what those considerations suggest is that objectivity and neutrality are
clearly separate matters, and that grounding the objectivity of language models in language
use does not suffice to guarantee their being unbiased. Be that as it may, the aspiration
to neutrality remains, and as the literature on debiasing critically suggests, the aim of the
field is still to build neutral language models exempt from specific social biases. Neutrality
is therefore a given, even if it only refers to a specific biased state of language and the
world in practice. The objectivity of use must therefore go through the filter of neutrality
if it is to produce an unbiased language model so that, in the end, what is modeled is never
the language use of anyone and everyone but always the use of a particular socio-cultural
community with specific values and specific worldviews. In sum, normal language is neutral
language.

3.3.2.5 Normal language as single language

Asking whose use it is that language models are objectivizing when modeling normal lan-
guage points at yet another critical assumption of their ontology of language: the fact that
this objective linguistic reality that normal language purportedly characterizes corresponds
to a single, unique and shared reality between speakers of the same language. Johnstone

98Many arbitrary decisions have to be carried out with respect to language modeling or dictionary
building indeed. Just think of how, for instance, one must settle for a particular threshold value so as to
determine what constitutes a “sufficiently attested” lexical item, or how one must settle for a particular
aggregation algorithm so as to gather statistical data in a language model. All those arbitrary decisions
explain why we may always end up with different dictionaries or different language models of the “same”
language in the end.
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(2000) makes that point clear in the context of structuralist linguistics when she tells us
that:

Linguists who study langue thus study something that is by definition su-
perindividual, located in individuals only the way a piece of software may be
installed on multiple computers. The object of study for structuralist linguis-
tics is a “shared” system, that is a system that is of interest only insofar as it
can be treated as identical from individual to individual.

Johnstone (2000, p.408)

Indeed, Saussure (1916/2011) explicitly states that:

Language exists in the form of a sum of impressions deposited in the brain
of each member of a community, almost like a dictionary of which identical
copies have been distributed to each individual [. . .] Language exists in each
individual, yet is common to all.

Saussure (1916/2011, p.19)

However, can we really consider that all speakers of the same language share the same
norm of correctness vis-à-vis their language—the same normative ideal of what it means
to speak their language correctly? Is there such a thing as a “single” or “unique” normal
language in the first place? Not for Eagleton (1983/2008) at least, who argues that:

The idea that there is a single ‘normal’ language, a common currency shared
equally by all members of society, is an illusion. Any actual language consists of
a highly complex range of discourses, differentiated according to class, region,
gender, status and so on, which can by no means be neatly unified into a
single homogeneous linguistic community. One person’s norm may be another’s
deviation [. . .]

Eagleton (1983/2008, p.4)

Indeed, when we talk about “English”, we potentially refer to many different norms of
correctness: some which may command that we spell ["Org@naIz] as organize rather than
organise; others that we pronounce tomato as [t@"mA:t@U] rather than [t@"meItoU]. But
what Eagleton (1983/2008) also critically suggests here is that all those distinct norms
actually correspond to different socio-linguistic experiences of English—and so to different
norms of English themselves rather than just different subjective appreciations of the same
objective norm of English. There is “British English”, “Australian English” or “African
American Vernacular English”, for instance—among many other variants of English for
which we may not have clear and definite labels actually—each corresponding to a par-
ticular socio-linguistic community and each potentially opposing the others with respect
to what it considers to fall under “correct English behavior”. Be that as it may, all those
dialectal or sociolectal variations of “English” remain but mere idealizations in any case,
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for they must all necessarily abstract away from the idiolectal variations of their individual
members who all presumably have but “partial” and “partially” erroneous appreciation of
those objective dialectal or sociolectal norms. But what if those idiolectal variations did
not constitute subjective appreciations of the same objective dialectal or sociolectal norm,
but different individual norms themselves?

Now would probably be the right time to ask why we all speak different idiolectal
variations of English, and to acknowledge that if we never quite speak the same idiolect of
English, it is primarily because we never quite have the same socio-linguistic experiences
of English at the individual level and because, in the end, we all experience the (social)
world in our own way. Johnstone (2000) states the matter quite clearly, I believe, when
she tells us that:

The claim that nothing except innate predilections underlying human linguistic
competence could be completely homogeneous from speaker to speaker is not,
however, fundamentally an empirical claim. It is rather the logical consequence
of the fact that each human’s world of experience is different. Knowledge of
language is fundamentally private and individual, and it is impossible that
two people could do things with language the same way. This is the result
of the fact that people are not born knowing how to talk. Although we say
that many American children “learn English,” in fact no two learn exactly
the same thing. One person’s language is different from another’s because each
individual has a different set of linguistic memories and each may make different
generalizations on the basis of what he or she hears. This is obvious in the case
of children, who have accumulated relatively few linguistic memories, and we
regularly notice their idiosyncratic generalizations. But adults’ generalizations
are idiosyncratic, too, both in the sense that they may in fact be different
from anyone else’s generalizations and in the more fundamental sense that they
are logically independent of anyone else’s generalizations. It is often obvious
that people have different vocabularies and their sense of the nuances of word
meaning varies, but it is equally the case that people have different grammars.

Johnstone (2000, p.411)

The assumption of a single, unique and shared normal language thus appears for what it is:
a fundamental marginalization of subjectivity that rests on a “myth of homogeneity” which
systematically downplays the singularity of our respective socio-linguistic experiences.

To make sense of that argument, it may be useful here to make a quick detour by the
lexicon once again, since Clark’s (1998) notion of “communal lexicons” precisely addresses
the presuppositions underlying the myth of homogeneity—namely the quantitative and
qualitative marginalization of subjectivity—while at the same time illustrating how the
singularity of our respective lexical competences remains fundamentally grounded in the
singularity of our own socio-linguistic experiences. Clark (1998) begins with the following
crucial consideration regarding our personal or subjective lexicon:

156



3.3. From correct behavior to artificial smartness

You and I each have a personal lexicon, a stock of words we know to varying
degrees, and even though we both speak English, our personal lexicons differ.
The differences may be enormous.

Clark (1998, p.63)

Here, he specifically targets the quantitative marginalization of subjectivity which treats
the systematic differences between our respective personal lexicons as marginal rather than
significant—or even “enormous”, as he himself suggests. He then goes on to argue:

‘Of course our personal lexicons differ,’ you might retort, ‘but that is an acci-
dent of our life histories. The differences are haphazard and have no bearing
on theories of language or language use.’ But are these differences truly hap-
hazard? I will argue no. Personal lexicons have systematic differences that we
keep close track of. These differences help determine what we mean and what
we take others to mean. They play an integral role in the formulation and
interpretation of utterances. They bear directly on how language is structured
and used.

Clark (1998, p.63)

There, he targets the qualitative marginalization of subjectivity this time, which though
acknowledging the potential pervasiveness of subjectivity—“of course our personal lexicons
differ”—relegates it nonetheless outside of the scope of investigation, telling us basically
that it does not matter for it has “no bearing on theories of language and language use”.
Then, Clark introduces his critical notion of “communal lexicon”:

At the core of the argument are what I will call communal lexicons. A communal
lexicon is the vocabulary associated with a community of people—for exam-
ple, physicians, football aficionados, San Franciscans—who are distinguished by
their common knowledge of a particular field of expertise—medicine, football,
San Francisco. We each belong to many communities—I might be a physician,
football aficionado, and San Franciscan—and know the lexicons of these com-
munities. The claim is, we keep track of our communal lexicons. When I speak
to you, I try to select words from the lexicons of the communities I believe
you and I both belong to. You and I cannot communicate successfully without
distinguishing among our communal lexicons.

Clark (1998, pp.63–64)

Clark crucially reminds us here that we, as individual speakers, are always the product of
a great variety of distinct socio-linguistic experiences but that we, as individual speakers,
are also the product of particular or singular combinations of otherwise shared socio-
linguistic experiences (although the latter claim is probably more implicit in his account
than the former). We are all the product of shared socio-linguistic experiences, but at the
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same time never quite the same, which is precisely what grounds the singularity of our
personal lexicons: one English speaker will be a San Franciscan, a physician and a football
aficionado when another will be a New Yorker, a carpenter and a football aficionado;
another a Londoner, a carpenter and a soccer aficionado this time; and yet another none of
those, but also potentially so much more, etc. The singularity of our (social) experiences
at large is what grounds the singularity of our respective subjectivities and ultimately
contributes to making us all individually unique.

Does it really make sense, then, to idealize the English speaking community as a homo-
geneous whole when we probably never quite share the same socio-linguistic experiences
of English? What is more, the idealization of normal language only works insofar as it
purports to characterize a reasonable approximation over all its possible individual varia-
tions, but is this approximation really “reasonable” if the systematic differences across our
respective idiolects are in fact “enormous” rather than marginal as Clark (1998) suggests?

Some may argue here that there could still exist a common denominator between all our
idiolects of English—a single set of shared socio-linguistic experiences that would warrant
referring to them all as “English” in the first place and could ultimately ground a common
normative ideal of (correct) English behavior. To counter that argument, it actually proves
useful to return to Wittgenstein (1953/2009) once again to make use of his concepts of
“language-game” and “family-resemblance”. Asking whose use it is that language models
are objectivizing with normal language as I did in the beginning of this section suggests
that I would be targeting Wittgenstein’s meaning-is-use doctrine at some point.99 But
that is not actually the case. In fact, I believe that Wittgenstein’s theory of language can
precisely help us get rid of what is left of the myth of homogeneity and craft the definite
argument against the uniqueness of normal language.

To begin, let me start by emphasizing that Wittgenstein (1953/2009) fundamentally
encourages us to:

[. . .] make a radical break with the idea that language always functions in one
way, always serves the same purpose: to convey thoughts—which may be about
houses, pains, good and evil, or whatever.

Wittgenstein (1953/2009, §304, p.109e)

He insists indeed on the fact that:

[W]e are so much accustomed to communicating in speech, in conversation,
that it looks to us as if the whole point of communicating lay in this: that

99The doctrine in question refers to that passage of the Philosophical Investigations where Wittgenstein
tells us that:

For a large class of cases of the employment of the word “meaning”—though not for all—this
word can be explained in this way: the meaning of a word is its use in the language. Wittgen-
stein (1953/2009, §43, p.25e)

Though it is probably phrased slightly more straightforwardly in his posthumous Philosophical Grammar :

The use of a word in the language is its meaning. Wittgenstein (1974, §23, p.60)
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someone else grasps the sense of my words—which is something mental—that
he, as it were, takes it into his own mind. If he then does something further
with it as well, that is no part of the immediate purpose of language.

Wittgenstein (1953/2009, §363, p.121e)

To him, language is a “game” (§7), a fundamental human activity that constitutes what
he calls a “form of life” (§23), which is itself a system that gives rise to a shared behavior
across humans (§206). His point being that “language-games” are fundamentally plural, as
they can be as diverse as:

Giving orders, and acting on them—
Describing an object by its appearance, or by its measurements—
Constructing an object from a description (a drawing)—
Reporting an event—
Speculating about the event—[. . .]

Forming and testing a hypothesis—
Presenting the results of an experiment in tables and diagrams—
Making up a story; and reading one—
Acting in a play—
Singing rounds—
Guessing riddles—
Cracking a joke; telling one—
Solving a problem in applied arithmetic—
Translating from one language into another—
Requesting, thanking, cursing, greeting, praying.

Wittgenstein (1953/2009, §23, p.15e)

What is more, the definite list of language-games can never be settled once and for all,
since all the things that we do with language—all the language-games that we play—always
keep changing as:

[. . .] new types of language, new language-games, as we may say, come into
existence, and others become obsolete and get forgotten.

Wittgenstein (1953/2009, §23, pp.14e–15e)

Crucial to our considerations, then, is that fact that to Wittgenstein, language-games do
not actually share a single common feature together:

Instead of pointing out something common to all that we call language, I’m
saying that these phenomena have no one thing in common in virtue of which
we use the same word for all a but there are many different kinds of affinity
between them. And on account of this affinity, or these affinities, we call them
all “languages”.
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Wittgenstein (1953/2009, §65 p.35e)

They only share a set of “different kinds of affinity” indeed, which constitutes what he calls
a “family resemblance”:

I can think of no better expression to characterize these similarities than
“family resemblances”; for the various resemblances between members of a
family—build, features, colour of eyes, gait, temperament, and so on and so
forth—overlap and criss-cross in the same way.—And I shall say: ‘games’ form
a family.

Wittgenstein (1953/2009, §67, p.36e)

Now, Wittgenstein’s notion of human activity—as we saw in Section 3.3.2.2—extends much
beyond social activities, and his concept of norm, in turn, is probably more cognitive than
social. But even so we could probably stretch his argument here to argue that each and
every one of our idiolects is the product of a particular set of socio-linguistic experiences
which all individually define their own “game” with their own rules and their own norms.
If those games all share but a family resemblance then, it should not be possible to identify
a single common denominator between all our idiolects that would be able to ground a
single common normative ideal of (correct) English behavior. Doing so would allow us to
explain how the myth of homogeneity can hold together in the first place, as it would be
able to account for the fact that we do always share “something” with other speakers of
English as far as our idiolects and socio-linguistic experiences are concerned—hence our
impression of homogeneity—but that this “something” is in fact never quite the same from
one speaker to the next. The myth of homogeneity is but a myth after all.

Back to the uniqueness of normal language now and the question is: which norm will a
language model of English eventually objectivize and enforce? Will it spell ["Org@naIz] as
organize or organise? Will it use soccer or football? Will it say “the government are” or
“the government is”? Objectivizing English as a single, unique normal language necessarily
means that one will have to arbitrate among various distinct and potentially conflicting
norms of English, and so that any given language model will necessarily correspond to
a particular socio-historically and socio-culturally situated version of English—idealized
or even “fictitious” as it may be. Arbitrating across various distinct norms of English
necessarily entails that normal language will have to arbitrate among various distinct
and potentially irreconcilable socio-linguistic experiences of English, in turn—including
some while excluding others—so that it will ultimately end up structuring and organizing
the collection of English idiolects with respect to the normative point of reference that
it defines. Nobody will speak normal language for sure, but some will probably speak
something “closer” to it than others. All this, in fact, because normal language is also
single language.

160



3.3. From correct behavior to artificial smartness

3.3.2.6 Normal language as shared language

In detailing the assumption of a shared langue underpinning the whole structuralist enter-
prise, Johnstone (2000) is careful to remind us of its socio-historical context:

Historically, structuralist linguistics is partly rooted in the nineteenth-century
politics. The ideology of nationalism depended on the notion of the autonomous,
super-individual language because a nation was defined, in part, linguistically.
Arguments in favor of the nation-states that replaced authoritarian feudal sys-
tems were often based on images of sharing: A nation consisted of people with
a shared culture, a shared history, and a shared language.

Johnstone (2000, p.409)

But what is it exactly that must be “shared” by members of a particular group for them
to feel part of the same nation or, in our case, to be under the impression that they speak
the same language: an ideal, or a practice?

What is interesting about the previous argument of Itkonen (2008, p.279) regarding
the English dictionary being about “something that is common to or shared by all speakers
of English” is that it is obviously false in practice: no individual English speaker actually
holds anything that resembles the content of the full English dictionary in their mental
lexicon, and each and every one of those mental lexicons is also “uniquely structured by
specific, idiosyncratic linguistic experiences” (Rodd, 2020, p.1) so that all speakers of En-
glish probably do not even share a single common mental lexicon to begin with. Under a
social and normative ontology of language, what is implied as being “shared” is obviously
more a (normative) ideal than a practice since, as we can see with the argument of Itko-
nen, it is not the content of speakers’ mental lexicons that is shared but the ideal lexicon
embodied by the public dictionary. As far as normal language is concerned, then, what
is shared is not so much what speakers do know or how they do behave, but rather what
they ought to know and how they ought to behave.

Interestingly enough, such considerations can be made sense of in the context of na-
tionalism, in turn. One could argue indeed that the whole nationalist enterprise should
be understood as a project striving to create a sense of community from the sharing of a
normative ideal rather than the sharing of a practice per se. French people, for instance,
would feel French by virtue of sharing a common normative ideal of what it means to
be “French”—of how they all ought to behave as French people—rather than by virtue of
a common practice of being French—of a common way of behaving in the same “French
way” indeed. French individuals could then all end up being French in their own way with-
out this necessarily compromising the whole French nationalist enterprise, as nationalism
would not, in fact, require people to all behave exactly in the same way for a sense of
community to emerge, but only for them to share a common representation of how they
all ought to behave. With respect to language, this would mean that speakers could all
speak their own idiolect and still be said to speak the “same language” so long as they all
shared the same normative ideal of what it meant to speak their language correctly.
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Of course, the very idea of a normative ideal carries with it the assumption that it
should influence the practice at some point: if anything, it remains a “Durkhemian ideal”
endowed with some form of authority and so able to constrain human behavior eventually.
People may not need to behave exactly the same way to feel part of the same nation
at the beginning, but sharing a common normative ideal should arguably lead them to
progressively align their respective behaviors nonetheless. Yet, it is precisely the underlying
sequentiality that matters here—between what always remains first a shared ideal and
only becomes then a shared practice—for it crucially reminds us that nations are always
“imagined communities” (Anderson, 1983/2016) rather than enactments of pre-existing
realities—and as such forms of “sharedness” that we actively build rather than merely
label. As Gellner (1964) puts it indeed:

Nationalism is not the awakening of nations to self-consciousness: it invents
nations where they do not exist [. . .]

Gellner (1964, p.168)

Such considerations take on their full meaning with respect to language through the
question of whether the regularities governing our linguistic behaviors are in fact regu-
larities de facto or de jure. What is it indeed that we do share as far as language is
concerned: a common practice of language use manifested by regularities de facto between
our respective linguistic behaviors and so a common specification of how we do behave, or
rather a common normative ideal of language use better characterized as regularities de
jure between our linguistic behaviors and so a specification of how we ought to behave?
Understanding the importance of that distinction proves critical to the understanding of
how the assumption of shared language and shared meaning actually holds empirically
despite the pervasiveness of subjectivity. For when we are presented with empirical evi-
dence in support of the shared meaning assumption, what we are presented with most of
the time is actually elicited agreement that pertains to speakers’ appreciation of the norm
and not to their respective linguistic behaviors—in other words, agreement on the ideal
and not alignment of the practices. To better illustrate my argument here, let me take
a concrete example which will allow me to recap some of the critical arguments I have
been carrying out so far in this section—notably with respect to the myth of homogeneity
and the marginalization of subjectivity—as well as connect the present discussion to the
considerations of the previous chapters.

Back when I was trying to uncover the theoretical underpinnings of the concept of
lexical similarity in computational linguistics, I stumbled across a paper by Mosier (1941)
which caught my attention insofar as it explicitly claims to bring experimental evidence in
support of the assumption of shared meaning.100 The paper begins as follows:

100I started my literature review from (Bruni et al., 2014; Hill et al., 2015; Gerz et al., 2016) and (Ruben-
stein & Goodenough, 1965; Miller & Charles, 1991) all the way to (Osgood, 1952; Osgood et al., 1957)
since Lenci (2018) mentions specifically the pioneering contribution of Osgood (1952) to the field of distri-
butional semantics I was originally interested in:

Vector-based representations of meaning, like those later adopted in [Distributional Seman-
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The meaning of a word is a relationship between an individual, a symbol,
and the object, event, or relationship symbolized. This meaning is affected,
moreover, by the context of stimuli, symbolic and otherwise, in which the
relationship occurs. It is supposed, in this study, that what we customarily refer
to as the “meaning of a word” varies, not only from one word to another, but
from one individual and from one context to another. As an example of this last,
we have “only fair,” “fair work,” and “fair maidens.” In spite of the variation
in the meaning of a given word due to the individual and to the context, there
appears to remain a residuum of meaning which acts as if it were inherent in
the word (not, of course, in the word per se, but in the accumulation of social
experiences which for any word, are relatively the same from one individual
and from one context to another). Thus while the word “beautiful ” may have
different meanings for different persons, and different meanings when applied
to different objects, it seldom, if ever, means the same as is meant by “ugly.”
Moreover, the variations which do occur seem lawful and relatively small in
magnitude.

Mosier (1941, p.123)

Note, first, how Mosier fundamentally acknowledges the intrinsic subjectivity of word
meaning—“the ‘meaning of a word’ varies [. . .] from one individual [. . .] to another”—but
only to immediately marginalize it (quantitatively) right after—“the variations which do
occur seem lawful and relatively small in magnitude”. What is more, the rationalization
of this marginalization is explicitly grounded in the myth of homogeneity, since Mosier
considers that “the accumulation of social experiences [. . .] for any word, are relatively
the same from one individual [. . .] to another”. The singularity of our socio-linguistic ex-
periences is thus explicitly denied—or at the very least marginalized—since Mosier also
emphasizes later on in his paper that:

The social nature of language is such that words tend to be presented to differ-
ent individuals (within a homogenous language group) in approximately similar
situations.

Mosier (1941, p.124)

Mosier’s (1941) experimental protocol requires human subjects to rate individuals words
based on their degrees of “favorableness” and “unfavorableness”. The written instructions
to the participants go as follows:

Here are a number of words often used to express your judgment about a per-
son, an object, or an event. These judgments range from extremely favorable

tics], were pioneered in psychology by Osgood (1952), who defined the semantic system as a
semantic space of n-dimensional feature vectors representing concepts (Lenci, 2018, p.152)

I found (Mosier, 1941) to be cited in (Osgood, 1952; Osgood et al., 1957) as well as in (Henley, 1969), itself
cited in (Miller & Charles, 1991).
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to extremely unfavorable. [. . .] While these words are not all applicable to the
same object, they do have in common the quality of favorableness or unfavor-
ableness of the judgment expressed by the word. Thus, while “hateful” might
not be applied to the same object as would “repulsive,” both are alike in ex-
pressing unfavorable judgments. It is this favorableness or unfavorableness of
judgment which you are asked to make the basis of your rating.

Mosier (1941, pp.126–127)

But what will interest us here more particularly is the remark that he adds right after the
specification of those original instructions, where he tells us that:

These written instructions were supplemented by verbal instructions, found
necessary after a few trial administrations: that the basis of the rating should
be the meaning the subject understood as he read the word in a book, rather
than the meaning which he might intend as he used the word [. . .]

Mosier (1941, p.127)

I find it particularly interesting to put this remark into perspective with what Carston
(2002) tells us more than 60 years later:

I see no reason to think we are completely bereft of intuitions about what the
words in our language mean, though these intuitions are easily mixed with
intuitions about standard usage.

Carston (2002, p.169)

For what is it indeed that Mosier is actually testing with this idea of the meaning of a word
“as [. . .] read [. . .] in a book”, if not a “standard usage” that might as well be referred to here
as the “normal meaning” of a word corresponding to the normative ideal of how it ought
to be used rather than how it is actually used by individual speakers in practice—since
Mosier explicitly suggests that this normal meaning should directly oppose how speakers
might individually intend to use the word? If so, then it tells us everything we need to
know about this purportedly demonstrated “shared meaning” which, if anything, should
be but a shared norm—a shared normative ideal, in fact—and not a shared behavior and
so not a shared practice. What is more, the fact that Mosier felt the need to specify those
additional instructions after a few trials suggests that the experimental protocol originally
failed to support the hypothesis of shared meaning. In fact, it actually brings support to
the intrinsic subjectivity of word meaning, for it means that when left without experimental
instructions constraining their judgments so as to specifically target the normative ideal of
normal meaning, subjects naturally mobilize their “subjective meanings” which appear to
significantly differ from one another.

Be that as it may, Mosier’s (1941) results still suggest that something is shared as
far as meaning is concerned—even if only a normative ideal of normal meaning—which
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is certainly a significant result. Significant, yes, but for whom? Why should this result
be relevant to the psychological or language sciences at large? After all, the fact that
people do agree on a norm does not necessarily tell us that they actually follow it in
practice—otherwise, why would have Mosier needed to specify those verbal instructions
in the first place? So the first question to ask ourselves is whether this normal meaning
actually intervenes within the interpretation process in any way, which is far from given.

Mosier’s opposition between “the meaning the subject understood as he read the word
in a book” and “the meaning which he might intend as he used the word” (my emphasis)
anticipates the fundamental Gricean distinction between conventional meaning and inten-
tional meaning (see Section 1.4.1). That distinction, as we have seen, can easily be made
sense of within the ideal/practice dichotomy so long as one approaches conventions are reg-
ularities de jure and not de facto. The opposition between ideal and practice thus evokes
the opposition between objective and subjective, between public and private, but also—as
the conventional/intentional dichotomy indeed suggests—between sentence meaning and
speaker meaning, and between what is said and what is meant.101 Normal/conventional
meaning is thus (under the Gricean approach at least) considered to play a central role in
the interpretation process. It is, in fact, presumed to constitute the systematic point of
departure from which all interpretations are derived. However, this assumption has been
the specific target of Clark (1997) and is part of what he calls the “dogmas of understand-
ing”—and is targeted more specifically by his “dogma of sentence meaning” (Definition 38)
and his “dogma of saying” (Definition 39).

Definition 38 (Dogma of sentence meaning)
For listeners to understand what a speaker means, they must first determine
the meaning of the sentence uttered.

Adapted from Clark (1997, p.569)

Definition 39 (Dogma of saying)
For listeners to understand what a speaker means, they must first determine
what the speaker is saying.

Adapted from Clark (1997, p.572)

It has also been the target of the whole cognitive pragmatics enterprise which argues that
interpretation is much more inferential than conventional and emphasizes notably that not
every utterance (or word, for that matter) even has a conventional or normal meaning
to begin with (see Levinson, 1983, p.17).102 So the fact that this purportedly shared

101Remember that Grice (1975) originally characterized his employment of the word “say” as follows:

In the sense in which I am using the word say, I intend what someone has said to be closely
related to the conventional meaning of the words (the sentence) he has uttered. (Grice, 1975,
p.44)

102We may thus wonder whether the experimental results of Mosier are not to be put on the account
of an experimental setup comprising a limited and biased sample of tested lexical items—296 he tells us,
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normal/conventional meaning could contribute anything to our understanding of human
language and language process is actually far from obvious.

If speakers do not process normal meaning and if nobody actually speaks normal lan-
guage, can we really expect language models to contribute anything to our understanding
of human language and cognition? (see Dupre, 2021; Piantadosi, forthcoming, for recent
discussions on that point).103 Well, can you learn anything about the human lexicon by
looking into the public dictionary? This may sound like an easy take, but in any case
the contribution of this section lies elsewhere, and notably in the contextualization of the
ontology of normal language. Part of the reasons why normal language is never quite made
explicit indeed is that it also rests on an everyday concept of “language” that, as such, often
feels unnecessary to explicate. Normal language is, in a sense, “just” language—as if the
concept itself was obvious and self-explanatory—yet, as the considerations of this section
critically suggest, normal language is very much socio-historically and socio-culturally sit-
uated. Contextualizing normal language as I did in this section should naturally lead us
to question the universality of its underlying assumptions. As far as shared language is
concerned, what we can say is that it is not obvious that every socio-linguistic commu-
nity necessarily shares a common normative ideal of linguistic behavior. Johnstone (2000)
mentions notably the work of Le Page & Tabouret-Keller (1985) on that point (see also
Le Page & Tabouret-Keller, 2010, for a brief overview) and tells us that:

[I]ndividuals’ models of linguistic norms are less consistent in more heteroglot,
culturally diverse settings, where people are less likely to project linguistic
self-images similar to those of their neighbors.

Johnstone (2000, p.416)

And it is not obvious that sharing a common normative ideal of linguistic behavior is even
necessary to enable successful communication in the first place. Johnstone (2000), citing
the work of Dorian (1994) this time, tells us indeed that Gaelic speakers of East Sutherland,
Scotland, seem to perfectly manage communication without linguistic norms:

[S]ome variation in Gaelic speech simply does not take on social meaning: One
form is just as good as another. This means that individuals are freer to speak
differently from one another.

Johnstone (2000, p.416)

Looking back at the results of (Mosier, 1941), we may also wonder if they could not
be considered the product of a biased sample of subjects in addition to a biased sample of
tested items. Mosier does not tell us much about the participants to his study beyond the
fact they were 140 students in introductory and second courses in psychology (see Mosier,

including duplicates (see Mosier, 1941, pp.125–126, for details)—“biased” to the extent that they would so
happen to possess a consensual normal meaning.

103As you will have understood, I would argue that language models speak normal language and that
they process normal meaning by extension.
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1941, pp.127–128, for details). But we can reasonably assume that they come from his
institution of affiliation (the University of Florida) or an English-speaking academic insti-
tution at the very least, most likely located in the USA.104 This biased sample of subjects
would certainly question the generalizability of his results (see Henrich et al., 2010a,b, for
a general perspective) but they could also very much explain them. Indeed, what if the
apparent agreement that he elicits from his subjects on normative ideals of normal meaning
was not the product of his experimenting exclusively on subjects evolving in particularly
normative socio-linguistic environments, governed by all sorts of linguistic norms notably
with respect to what words are supposed to mean? Come to think of it, what is more
normative that the academic environment which constantly reminds students that words
ought to be used is a “correct” way with their “correct” meanings—and which sanctions
them when they deviate from those norms of correctness? Mosier’s results would then
appear for what they are: an artifact of an experimental setup biased by its focus on a spe-
cific community of human beings structured around a normative ideal of linguistic behavior
that its members are in fact very much educated to share. Those are all the considerations
I propose we bear in mind when I say that normal language is shared language.

3.3.3 Smart machines

In his Introduction to The Turing Test, Shieber (2004a) comments briefly under a footnote
to Turing’s (1950) original question “Can machines think?” that:

Turing used the terms “think” and “be intelligent” as if they were synonyms, as
one can tell by a simple comparison of his article’s title and first sentence. In
common usage, the two often mean quite distinct things. When I say that my
son is intelligent, I usually mean something beyond the fact that he is capable
of thought. However, I and many authors follow Turing’s practice, taking the
notion of “being intelligent” under which it means “being capable of thought”,
rather than “being smart”.

Shieber (2004a, footnote 2, p.6)

Shieber’s comment above introduces two fundamental comparisons underlying Turing’s
conception of intelligence: the equivalence between “being intelligent” and “being capable
of thought” and the opposition between “being intelligent” and “being smart”. In the first
comparison, the important keyword is not so much the term “thought” (which suggests
that intelligence is conflated with thinking) than the word “capable” which suggests that
intelligence is primarily approached as a faculty, that is, as a species-level (maybe even
species-specific) ability to “think” that one possesses by virtue of being human. Such a
conception of intelligence is what I propose to call the “humanist conception of intelligence”
and which I will refer to in this section as “intelligence” plain and simple so as to remain
consistent with Turing’s terminology (Definition 40).

104As is the case with most US psychology experiments then and now (see Arnett, 2008).
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Definition 40 (Intelligence)
Intelligence is an ability to think that one possesses by virtue of being human.

The second comparison then—the opposition between “being intelligent/capable of
thought” and “being smart”—points at the fundamental opposition between this humanist
conception of intelligence and a normalist conception of intelligence which underlies our
everyday use of the term—a conception which I will refer to in this section as “smartness”,
following Shieber’s (2004a) own terminology (Definition 41).105

Definition 41 (Smartness)
Smartness is a normative ideal of correct and exceptional human behavior.

The opposition between those two conceptions of intelligence crystallizes notably around
the fact that the normalist conception of intelligence presupposes “intelligence” to be some-
thing one can have more or less of—which the humanist conception precisely does not.
Under the humanist conception of intelligence indeed, intelligence is a universal human
ability that one possesses by virtue of being human and which, as such, remains funda-
mentally incommensurable across members of the same species. You cannot be “more” or
“less” intelligent for the same reason that you cannot be “more” or “less” human: you either
are, or you are not—you either possess that ability to “think”, or you do not.106

Such considerations imply two things. First, that Turing (1950) takes “being intelligent”
to be essentially synonymous with “being human”. Second, that his humanist conception
of intelligence remains fundamentally at odds with a normalist conception of intelligence
that dominates both our everyday understanding of the term and the field of psychology at
large (see Sternberg, 2020, for an overview). This is actually what Fostel (1993) is precisely
pointing at in his original critique of the Turing test when he tells us that:

[The Turing test] is testing humanity, not intelligence.

Fostel (1993, p.8)
105As we saw in Section 3.2.2.4, normalism proceeds by establishing a normative point of reference

that ultimately serves to rank and order a particular collection of phenomena, items or entities. With
smartness, the collection of entities under consideration is the set of human behaviors and the normative
point of reference in question is the Galtonian ideal of exceptionality (by opposition to the Queteletian
ideal of normality). Just like normal language, smart behavior does not correspond to the normal/average
behavior of a normal/average human being, but to the correct/exceptional behavior of an ideal/exceptional
human being (remember Table 3.1 from Section 3.2.1.4 with the example of perfect and imperfect spelling
distinguishing smart and intelligent behavior). Every human behavior is thus ultimately ranked according
to this normative ideal of smartness—each being more or less “close” to this normative point of reference—so
that each human being can ultimately be characterized as more or less “smart”.

106Understand here that, according to those definitions, typical psychometric tests of intelligence such
as IQ tests (Braaten & Norman, 2006) should be understood as tests of “smartness” rather than tests
of “intelligence” per se. The intuition is plain: to every task in such tests corresponds a set of ideal
“correct” responses that characterizes the normative point of reference from which all subject behaviors
is ultimately assessed. This normative ideal of correctness characterizes a normative ideal of exceptional
human behavior, since no human being should be expected to answer all those questions correctly (and
even if one does, the test would probably be refactored anyway, since otherwise that would mean that no
human being could ever be consider more intelligent (i.e. “smarter”) than this threshold).
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Indeed, “intelligence” in (Turing, 1950) is not what we are commonly used to: it is not a
normative ideal of correct and exceptional human behavior that ultimately serves to rank
us in relation to one another, but a characterization of what we all purportedly share as
human beings and that makes us all equally human.

Now, of course, approaching intelligence as a faculty and a universal endowment of
the human species does not mean that it is necessarily readily available to every human
being from birth. Like other biological faculties—such as language or vision—it can be
conceived as an “organ” that must grow and develop—notably in interaction with its en-
vironment and through exposure to external stimuli—before it can turn into an effective
ability manifesting itself through observable behavior (see Anderson & Lightfoot, 2000, on
approaching the language faculty as an organ). Until then, it would remain but a mere
“potential”—as Turing (1948/2004) himself makes clear in his earlier writings:

[T]he potentialities of the human intelligence can only be realised if suitable
education is provided.

Turing (1948/2004, pp.431–432)

Between intelligence and intelligent behavior thus lies the fundamental contribution of
development, which is why the two cannot really be considered perfectly equivalent, even
for Turing (1950).107

Be that as it may, the Turing test still focuses exclusively on intelligent behavior, which is
precisely why I have chosen to conflate the definition of smartness above with its behavioral
characterization—i.e. to be “smart”, as per Definition 41, is nothing more than to be able to
exhibit smart behavior. As far as the considerations of this section are concerned indeed, the
opposition between intelligence and smartness reduces to the opposition between intelligent
behavior and smart behavior. But what constitutes “intelligent behavior” then? For Turing
(1950), as we have seen, “being intelligent” is synonymous with “being human”, so does
that mean that “intelligent behavior” is synonymous with “human behavior”, in turn? Not
exactly, and it is in fact the very contribution I wish to make in this section. My argument
indeed is that Turing equates intelligent behavior with normal human behavior rather than
human behavior strictly speaking.

There are at least two ways to make sense of this concept of “normal human behavior”
here. The first one is through the normal/exceptional dichotomy and so by opposition to
a concept of exceptional human behavior which characterizes a normative ideal of “correct
behavior” that very few people, if any, actually abide to in practice (see Section 3.3.3.1).

107Note how, in his above quote, Turing (1948/2004) employs the term “education” rather than “devel-
opment”—a term which evokes a rather socio-culturally and socio-historically situated practice in com-
parison (it seems much less straightforward to talk about “human education” indeed than to talk about
“human development”). Interestingly, Turing’s terminological choice suggests implicitly that what we take
to be “intelligent behavior” could very much be dependent on the “education” we have received, and so
ultimately to the particular group of human beings we belong to (a question that will prove central to
Section 3.3.3.2). Incidentally, it also points at what constitutes a crucial question for the developmental
sciences at large, in effect whether the usual characterization of “human development” really encompasses
the full spectrum of human behavior (see, e.g., Forbes et al., 2022, for a discussion).
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The Turing test fundamentally requires us to build machines that specifically deviate from
this normative ideal of correctness characteristic of exceptional human behavior. Indeed,
it requires us to build machines that “make mistakes”—which is, in fact, precisely the point
that his critiques opposed to Turing with respect to his approach to machine intelligence,
and which he refers to in his original paper as the “Arguments from Various Disabilities”:

(5) Arguments from Various Disabilities. These arguments take the form, “I
grant you that you can make machines do all the things you have mentioned
but you will never be able to make one to do W”. Numerous features W are
suggested in this connexion. I offer a selection:

Be kind, resourceful, beautiful, friendly [. . .] have initiative, have a
sense of humour, tell right from wrong, make mistakes [. . .] fall in
love, enjoy strawberries and cream [. . .] make some one fall in love
with it, learn from experience [. . .] use words properly, be the subject
of its own thought [. . .] have as much diversity of behaviour as a man,
do something really new [. . .]

Turing (1950, p.447, my emphasis in bold)

As we will see in Section 3.3.3.1, the opposition between intelligent behavior and smart
behavior reduces to an opposition between two different normative ideals of human behav-
ior (Table 3.3), which gives rise to two difference scientific projects for the construction of
artificial minds: artificial intelligence on the one hand, or the modeling of normal human
behavior corresponding to the original project of Turing; and artificial smartness on the
other, or the modeling of exceptional human behavior corresponding to the current project
of modern systems such as ChatGPT (remember Table 3.2 from Section 3.2.2.3).

Machine behavior Human reference

Intelligent behavior Normal human behavior
Smart behavior Exceptional human behavior

Table 3.3: Intelligence against smartness, or normality against exceptionality.

The second way to make sense of this concept of “normal human behavior” then is
through the interpretation of the normal as the familiar (see Section 3.3.3.2). This inter-
pretation of the normal—which I have yet to introduce—refers to that paper by Dupré
(1998) on Normal People where he tells us that:

There is, no doubt, an unsophisticated usage according to which what is normal
is what is familiar, and the unfamiliar is feared or condemned as abnormal. But
since we are all sophisticated this need not detain us.

Dupré (1998, p.221)
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Yet, ‘unsophisticated” as it may be, this interpretation of the normal proves particularly
useful to us here as it helps us make sense of judges’ intuitions in the Turing test—as we
will see throughout Section 3.3.3.2. For indeed, the Turing test is built on an apparent
paradox: it rests, in some sense, on the fundamental unreliability of human intuition as to
what constitutes human behavior. In order for a machine to successfully pass the test, a
human judge must necessarily make a mistake and misidentify the human participant.108

This has lead some researchers, such as Hayes & Ford (1995), to argue that:

[The Turing test is fundamentally] a test of the ability of the human species to
discriminate its members from mechanical imposters.

Hayes & Ford (1995, p.974)

They argue notably, contra Fostel (1993), that:

[W]hatever that quality is [that the Turing test is testing] it cannot be charac-
teristic of humanity, since many humans would fail a Turing Test. Since one of
the players must be judged to be a machine, half the human population would
fail the species test.

Hayes & Ford (1995, p.974)

The apparent paradox disappears, however, if you understand that human judges do not
ground their discrimination between human and machine participants based on what they
take to be human behavior, but on what they take to be normal human behavior. That
is, they do not judge what is human but what is normal. And since, at the individual
level, the normal is the familiar, then we understand how judgments of “humanity” may
vary significantly from one judge to the next—they merely reflect the singularity of judges’
respective experiences of the familiar, and so of what is normal to them:

[S]ubjectivity plays a big part in attributing ‘humanness’ to another on the
basis of responses to chosen questions.

Warwick & Shah (2015, p.11)

Be that as it may, the Turing test still intends to provide a characterization of human
intelligence ultimately, so the challenge for it is to move past this first appreciation of
the normal as familiar and towards a characterization of the normal able to span across
the full spectrum of human behavior. It achieves this by being a statistical test, for in
practice what is considered “human” is never determined by a single judge but always by

108The unreliability of human judgment as to what constitutes human behavior is even more salient
in the so-called “viva-voce” configuration of the Turing test which involves only a single participant (as
opposed to two in the traditional test, see Turing, 1950, p.446, for the original reference). This phenomenon
of misidentification of human participants by human judges in the viva voce configuration of the Turing
test is what Shah & Henry (2005) call the “confederate effect”, and which they analyze more extensively
in (Warwick & Shah, 2015).
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the aggregate of the judgments of a full jury. This statistical nature of the test implies
a statistical conception of intelligence, in turn, so that for Turing, intelligent behavior is
actually statistically normal human behavior in the end. This statistical conception of
normality then necessarily commits us to a science of the probable over the possible and of
the normal mind over the human mind, which is why, all things considered, I will argue
that Turing remains but a normalist after all.

3.3.3.1 Normal against exceptional, or intelligence against smartness

The tension between (artificial) intelligence and (artificial) smartness is present throughout
the literature on artificial minds, albeit under different forms and using different termi-
nologies. Russell & Norvig (2020), for instance, tell us that:

Historically, researchers have pursued several different versions of AI. Some
have defined intelligence in terms of fidelity to human performance, while others
prefer an abstract, formal definition of intelligence called rationality—loosely
speaking, doing the “right thing.”

Russell & Norvig (2020, p.31)

In the above quote, we find already some of the critical considerations I have introduced so
far, notably the original conception of artificial intelligence of Turing (1950) dedicated to
the study of how people do behave through this notion of “fidelity to human performance”,
or the normativity of smart behavior itself through this notion of “doing the right thing”
referring to how people ought to behave.109 The tension between artificial intelligence and

109For Russell and Norvig too, smart behavior is a normative ideal of human behavior—an ideal from
which “real” human beings should most likely deviate—insofar as they tell us that:

We are not suggesting that humans are “irrational” in the dictionary sense of “deprived
of normal mental clarity.” We are merely conceding that human decisions are not always
mathematically perfect. (Russell & Norvig, 2020, p.31)

Their reference to “rationality” is interesting to us here, for it reminds us that the scientific study of human
behavior is often structured around normative ideals materialized as expectations about how human beings
ought to behave, normative ideals which are themselves usually grounded in presuppositions regarding hu-
man nature. This particular epistemological attitude occasionally leads researchers to underestimate how
much people actually deviate from those normative ideals of human behavior in practice, or to systemat-
ically approach deviations from those ideals as “errors” caused by “interferences” from other cognitive or
biological processes (such as emotions, memory limitations, etc.). As far as rationality is concerned, for
instance, Kahneman (2011) typically tells us that:

Social scientists in the 1970s broadly accepted two ideas about human nature. First, people
are generally rational, and their thinking is normally sound. Second, emotions such as fear,
affection, and hatred explain most of the occasions on which people depart from rationality.
Our article challenged both assumptions without discussing them directly. We documented
systematic errors in the thinking of normal people, and we traced these errors to the design of
the machinery of cognition rather than to the corruption of thought by emotion. (Kahneman,
2011, p.12)

But one could also probably mention the typical example of Chomsky and of his competence/performance
distinction in linguistics:

Linguistic theory is concerned primarily with an ideal speaker–listener, in a completely ho-
mogeneous speech-community, who knows its language perfectly and is unaffected by such
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artificial smartness naturally crystallizes around the question of whether the Turing test
constitutes an adequate mode of evaluation for the construction of artificial minds—French
(2012), for instance, typically arguing that:

[W]e need to put aside the attempt to build a machine that can flawlessly
imitate humans; for example, do we really need to build computers that make
spelling mistakes or occasionally add numbers incorrectly, as in Turing’s original
article [footnote omitted] in order to fool people into thinking they are human?

French (2012, pp.74–75)

And indeed, “who needs a machine that can’t type?” asks the The Economist in 1992,
in an article titled Artificial Stupidity and dedicated to the results of the first edition of
the Loebner Prize Competition held at the Computer Museum in Boston on November 8
1991 (see Epstein, 1992, for details). The argument—through which Fostel (1993) actually
introduces his humanity/intelligence dichotomy—emphasizes the inherent tension between
a Turing test that requires machines to “make mistakes” so as to display normal human
behavior, and the various applications those machines are usually put to use which precisely
require them not to make any:110

The recent Loebner trial [(The Economist, 1992)], in which a computer program
achieved considerable success, perhaps passing [the Turing test] as construed for
that trial, demonstrates further that [the Turing test] tests for humanity. The
computer program used carefully calculated typing errors to fool [the human
judge] into believing it to be human. The capacity to make statistically human-
like typing errors is not a convincing step towards intelligence yet it seems to
be a major step towards passing [the Turing test]. It made the program more
human.
grammatically irrelevant conditions as memory limitations, distractions, shifts of at-
tention and interest, and errors (random or characteristic) in applying his knowledge
of the language in actual performance. This seems to me to have been the position of the
founders of modern general linguistics, and no cogent reason for modifying it has been of-
fered. To study actual linguistic performance, we must consider the interaction of a variety of
factors, of which the underlying competence of the speaker-hearer is only one. In this respect,
study of language is no different from empirical investigation of other complex phenomena.
We thus make a fundamental distinction between competence (the speaker-hearer’s knowledge
of his language) and performance (the actual use of language in concrete situations). (Chom-
sky, 1965, pp.3–4, my emphasis in bold)

110Fostel then anticipates that if artificial intelligence models are unlikely to prove useful for applications
requiring artificial smartness, artificial smartness models are unlikely to be able to pass the Turing test:

Suppose [an alien] robot had scanned and absorbed all of Earth’s libraries, media, daily
conversations and so on. Would the robot be able to pass [the Turing test]? I think not. [. . .]
the Robot will be so different from any available human [. . .] that this failure in discrimination
by [a human judge] would be unlikely. A nearly omniscient agent [. . .] would dearly not be
like any human [. . .] Even if the alien robot is extremely capable, and superior to any human
in intellectual endeavors, it will fail [the Turing test]. (Fostel, 1993, p.8)
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Fostel (1993, p.8)

Many of those considerations have been confirmed empirically, notably through the
so-called “practical Turing tests” carried out in 2008 at the University of Reading (Shah
& Warwick, 2010a,b), or in 2012 at Bletchley Park (Warwick & Shah, 2014, 2016b).111

Warwick & Shah (2016a), for instance, typically mention how the presence of spelling
mistakes is used by judges to discriminate between human and machine participants:

It is interesting here that the judge did correctly identify the human entity as
there were a lot of spelling mistakes in their discourse and the conversation was
quite stilted.

Warwick & Shah (2016a, p.1001)

[T]he occasional spelling mistake seems to add human credibility.

Warwick & Shah (2016a, p.1003)

What is also interesting about those empirical results is that they illustrate how the Turing
test still targets a normative ideal of human behavior—even if that normative ideal is a
normative ideal of normal human behavior and not exceptional or correct human behavior
this time. For indeed, the Turing test does not exactly require human participants to
behave as they would naturally behave outside of the conditions of the test, but to behave
according to what they think (or what they think the judge thinks) a normal human
being ought to behave under such conditions. So when Warwick & Shah (2015) formalize
instructions to human participants for them not to be misidentified as machines by human
judges, it is not surprising to see them tell human participants:

Do not show that you know a lot of things—the judge may conclude that you
are too clever to be human. [. . .] Do not add new material of a different nature
even if you feel this is helpful, otherwise the judge may feel that you know too
much to be human.

Warwick & Shah (2015, p.11)

This example illustrates not only that the Turing test is a test of intelligent behavior rather
that smart behavior, but also that this “intelligent behavior” constitutes a normative ideal
of normal behavior under the conditions of the test—and that the Turing test primarily
tests how judges think normal people ought to behave rather than how they do behave in
practice.

Be that as it may, when this distinction between artificial intelligence and artificial
smartness is acknowledged by the literature, it is usually framed in terms of “usefuleness”
and as a difference between a “theoretical” and a “practical” project—suggesting thereby,
even if only implicitly, that one (artificial smartness) should be considered more “useful”

111See (Warwick & Shah, 2016a), for a comprehensive review.
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than the other (artificial intelligence). Russell & Norvig (2020), for instance, explicitly tell
us that:

Few AI researchers pay attention to the Turing test, preferring to concentrate
on their systems’ performance on practical tasks, rather than the ability to
imitate humans.

Russell & Norvig (2020, p.1836, my emphasis in bold)

Else Bringsjord & Govindarajulu (2022), in their encyclopedic entry on Artificial Intelli-
gence, insist themselves on the fact that:

[M]ost AI researchers and developers, in point of fact, are simply concerned with
building useful, profitable artifacts, and don’t spend much time reflecting
upon the kinds of abstract definitions of intelligence explored in this entry (e.g.,
What Exactly is AI?).

Bringsjord & Govindarajulu (2022, p.64, my emphasis in bold)

However, framing the distinction between artificial intelligence and artificial smartness in
terms of absolute usefulness is somewhat misleading. First of all, because nothing is ever
intrinsically “useful” in and of itself. In effect, there is nothing about artificial smartness
that makes it inherently more “useful” or “profitable” than artificial intelligence—everything
depends on what one needs for the purpose at hand. Fostel (1993) himself, following his
claim that the Turing test is a test of “humanity” rather than “intelligence”, explicitly tells
us that:

This does not mean the [Turing test] is useless. It might be a useful marketing
tool for 21st century firms producing domestic robots. No one is going to want
a vacuum cleaner that speaks better English than they do. Talking alarms in
cars have already earned considerable ire by noting minor errors their human
occupants make in closing doors. Harnad’s [Total Turing test, see (Harnad,
1992)] is an even better candidate for that marketing function: who wants a
baby-sitting robot that makes mom or dad look bad?

Fostel (1993, p.8)

It it thus very much possible (at least theoretically) that intelligent machines could prove
equally if not more “useful” than smart machines for some specific use cases.

Second, framing the opposition between artificial intelligence and artificial smartness
in terms of (intrinsic) “usefulness” is misleading insofar as it obfuscates the fact that what
is “useful” is always both time and place-dependant—and a matter of subjective appre-
ciation as well. But it also obfuscates more fundamentally that smartness itself —and so
what constitutes the normative ideal of correct and exceptional human behavior—is both
time and place dependant, and so both socio-culturally and socio-historically situated.
Indeed, as the scientific literature on the standard normative conception of “intelligence”
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has emphasized on countless occasions (e.g. Vernon, 1965, 1969/2013; Berry, 1972, 1980;
Sternberg, 1984, 1985, 2004), the normative ideal of smartness can vary significantly from
one socio-cultural context to the next, to the extent that what we take to be “smart people”
in one context may not be considered so in another, and conversely:

Consider, for example, a person who is deficient in the ability to negotiate a
large-scale spatial environment. Such people are often referred to as lacking
a good “sense of direction.” Although they can usually navigate through old,
familiar terrain with little or no difficulty, they may find it difficult to nav-
igate through new and unfamiliar terrains. To someone who comes from a
sociocultural milieu where people spend their lives in highly familiar environ-
ments, such as their hometown plus a few surrounding towns and cities, the
idea of large-scale spatial navigation would never enter into the conception of
intelligence, and such navigation would be an essentially unknown cognitive
skill. Navigation in unfamiliar spatial terrains would simply be irrelevant to
such people’s lives, just as the ability to shoot accurately with a bow and ar-
row is irrelevant to our lives. Were such navigation to become relevant in the
sociocultural milieu, then what is “intelligent” [smart ] would change for that
culture. In the Puluwat culture, for example, large-scale spatial navigational
ability would be one of the most important indices of an individual’s adaptive
intelligence [(Berry, 1980; Gladwin, 1970/2009; Neisser, 1976)].

Sternberg (1984, p.272)

Even more interesting about Sternberg’s argument is that it stresses that the normative
ideal of smartness we live by always varies through time and that it can be influenced by
the abilities of machines themselves:

One need not go to exotic cultures to find effective differences or changes in what
constitutes intelligent [smart ] behavior. As Horn [(Horn, 1979)] has pointed
out, the advent of the computer seems likely to change what constitutes intel-
ligent performance in our society. For example, numerical calculation was an
important part of some intelligence tests, such as Thurstone and Thurstone’s
[(Thurstone, 1938)] Primary Mental Abilities Test. But with the advent of
cheap calculators and ever cheaper computers, the importance of numerical
calculation skill in intelligent behavior seems to be declining. Certainly, using
numerical calculation as one of five subtests measuring intelligence, or as the
sole or main index of number skill, would seem inappropriate today, no mat-
ter how appropriate it may have seemed when the Thurstones devised their
test or even a few years ago when numerical calculation skill was a central
part of people’s lives in school and out (balancing checkbooks, keeping track
of expenses, and so on). The importance of quantitative expertise to adaptive
functioning has probably not changed; but what such expertise consists of may
well have changed, at least with respect to the requirements of life in today’s
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society. Thus, even in our own culture, we see changes over time, no matter
how slow, in what constitutes intelligence. Businesses interested in assessing
the intelligence of today’s job applicants are much more likely to be concerned
about skills in learning to use and in using electronic media, and much less
concerned about calculational skills, than they were just a few years ago.

Sternberg (1984, p.272)

Sternberg’s considerations above are all the more relevant to us here than Turing (1950)
himself typically refers to flawless arithmetics as a prototypical example of smart behavior,
notably in his response to the “Arguments from Various Disabilities” where he specifically
tells us that machines would have to make arithmetics mistakes so as to pass his test:

The claim that “machines cannot make mistakes” seems a curious one. One
is tempted to retort, “Are they any the worse for that?” But let us adopt a
more sympathetic attitude, and try to see what is really meant. I think this
criticism can be explained in terms of the imitation game. It is claimed that the
interrogator could distinguish the machine from the man simply by setting them
a number of problems in arithmetic. The machine would be unmasked because
of its deadly accuracy. The reply to this is simple. The machine (programmed
for playing the game) would not attempt to give the right answers to the
arithmetic problems. It would deliberately introduce mistakes in a manner
calculated to confuse the interrogator.

Turing (1950, p.448)

Such considerations could probably extend to the case of spelling as well, since the advent
of various spellchecks and machine-based spelling assistants seems to have relegated—or to
be progressively relegating, at least—perfect spelling outside of the scope of smart behavior
indeed (see Pan et al., 2021, for an overview).112 The normal/exceptional dichotomy proves
particularly useful here, for it allows us to get a better grasp of the phenomenon at stake.
It explains notably why a particular behavior (e.g. perfect arithmetics or perfect spelling)
ceases to be part of our normative ideal of smartness the moment it becomes accessible
to most (notably through the help of machines). The reason is that our conception of
smartness is intrinsically tied to an appreciation of exceptionality, so that to be considered
“smart” a behavior must remain exceptional and so inaccessible to most if not all.113 It

112Which does not mean that perfect spelling is no longer valued in itself, of course, but only that it
is becoming less and less valued for individuals to demonstrate perfect spelling by themselves, since it
is becoming possible (or at least easier) to achieve perfect spelling with the help of a spellcheck—just
like, before that, it became less and less valued for individuals to demonstrate perfect arithmetic skills
by themselves since it became possible for them to calculate quickly and accurately with the help of a
calculator.

113The example of perfect arithmetics and perfect spelling could probably be extended to the example
of encyclopedic knowledge as well, since the advent of internet, Wikipedia and search engines seems to
have relegated encyclopedic knowledge outside of the scope of smartness to some extent: can we really call
someone “smart” for knowing something that can be googled in 5min indeed?
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also explains why, in some sense, what is “smart” is often whatever machines cannot (yet)
do. In effect, smart machines constantly displace the normative ideal of smartness all
the while striving to reach it—in what is but a never-ending process? We can probably
expect ChatGPT and other artificial smartness models to displace our normative ideal of
smartness once again, but as to whether we will ultimately see an end to that process and
be able to say that we have achieved artificial smartness the question remains open.

Those points having been clarified, we can now recast the opposition between artifi-
cial intelligence and artificial smartness as an opposition between two distinct scientific
projects, both dedicated to two different objects of inquiry and best visualized through
the comparison between the normal and cumulative normal curve. Artificial intelligence
corresponds to the project of modeling normal human behavior (Figure 3.3) while artifi-
cial smartness corresponds to that of modeling exceptional human behavior (Figure 3.4).
Doing so allows us to understand why artificial smartness models such as ChatGPT are

Figure 3.3: Artificial intelligence, or
the modeling of normal human behav-
ior. Correct machine behavior corre-
sponds to normal/average human be-
havior marked as a straight blue line at
the center of a normal curve modeling
a hypothetical distribution over human
behavior.

Figure 3.4: Artificial smartness, or the
modeling of exceptional human behav-
ior. Correct machine behavior corre-
sponds to exceptional human behavior
marked as a straight blue line at the far
right of a cumulative normal curve mod-
eling a hypothetical distribution over
human behavior. Note how the straight
blue line marking exceptional human
behavior specifically deviates from the
normal/average dashed line at the cen-
ter of the curve.

unlikely to ever pass the Turing test—contrary to what recent work suggests (e.g. Biever,
2023; Jones & Bergen, 2024). They target exceptional human behavior, which is precisely
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distinct from the normal human behavior required to pass the Turing test—as the gap
between the blue line and the dashed line in Figure 3.4 clearly indicates. This does not
mean that such work are necessarily “wrong”, however. It is theoretically possible, at least,
for an artificial smartness model to pass through a phase where it proves “good enough”
to be human in between two phases where it proves “too bad” to be human on one side
and “too good” to be human on the other (see Figure 3.5). But as Figure 3.5 suggests,

too bad to be human
good enough to be human

too good to be human

Figure 3.5: Why language models such as ChatGPT are unlikely to pass the Turing test:
they are models of artificial smartness where progress is driven by the straight blue line
at the extreme far right of the cumulative normal curve (i.e. exceptional human behavior)
while passing the Turing test requires targeting the dashed line at the center of the cumu-
lative normal curve (i.e. normal human behavior). Machine behavior is here categorized
into three zones: the left red dashed zone where it is too bad to be human, the center green
dotted zone where it is good enough to be human, and the right red dashed zone where it
is too good to be human. Segmentation between those three zones is completely arbitrary
and chosen for illustrative purposes only.

that phase can only be temporary at best, for what is dragging “progress” in the field of
artificial smartness is precisely the normative ideal of correct and exceptional human be-
havior located at the extreme far right of the cumulative normal curve, which necessarily
falls outside of the scope of normal human behavior in the end. Be that as it may, the fact
that ChatGPT already displays exceptional human behavior such as near-perfect spelling
and dictionary-size lexical knowledge suggests that the results of (Biever, 2023; Jones &
Bergen, 2024) are most likely circumstantial, and that they should be taken with a grain
of salt in any case.

Of course, one could probably argue here that ChatGPT could be tweaked so as to
deliberately make (spelling) mistakes and ultimately prove capable of passing the Turing
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test.114 However, note that my argument here does not pertain to the capabilities of
current language models but to the underlying scientific project they are trying to achieve.
My point indeed is to stress that artificial intelligence and artificial smartness are just two
scientific different projects which target two different scientific goals and, as such, require
two different and irreconcilable criteria of correctness.115 Naturally, having two distinct
criteria of correctness does not preclude that a single machine could be made so as to
satisfy them both depending on the context of evaluation—although that would require
us first to agree on what we take to be a “single machine” (or the “same model”, in the
case of language models). In any case, such a machine would require a comprehensive
understanding of what characterizes both normal and exceptional human behavior, which
in both cases remains far from given—and in some sense constitutes the very purpose of
each project.

With all those considerations in mind, we can now better understand why the recent
development of “artificial general intelligence” or “human-level artificial intelligence” is not
going to get us any closer at passing the Turing test. All those projects constitute mere
extensions of artificial smartness rather than a return to artificial intelligence in the sense
of Turing (1950). Consider how Wang (2019) contextualizes those terminologies:

The different working definitions of AI correspond to not only different ways
to abstract from human intelligence, but also different expectations about the
destination of this research.

In the early years of AI research, the works were clearly targeted at comput-
ers that are generally comparable with the human mind [(Turing, 1950; Mc-
Carthy et al., 1955/2006; Feigenbaum & Feldman, 1963)]. There were ambi-
tious projects like General Problem Solve [(Newell & Simon, 1963)], the Fifth-
Generation Computer Systems [(Feigenbaum & McCorduck, 1983)], and the
Strategic Computing Program [(Roland & Shiman, 2002)], but none of them
reached their declared goal, which led to widespread doubt about the feasibility
of the “grand dream of AI,” and contributed to the following “AI Winter.”

Driven by motivations including to avoid the impossible missions, to obtain the
necessary resources, and to improve its public image, the AI community shifted
its aim to more realistic tasks, like solving practical problems and carrying out
individual cognitive functions. For a long time afterward, topics like “general-
purpose intelligence” and “thinking machine” became taboos, and were judged

114Although note that at the moment, it seems that if you ask ChatGPT to produce spelling mistakes,
what you get are not so much “typos” than deviations from a very specific written norm of English, which
suggests that ChatGPT treats certain written transcriptions of oral formulations or even certain specific
dialectal and sociolectal variations of English as “mistakes” (see Appendix A.3 for examples). Whether or
not that would prove sufficient to pass the Turing test is questionable, of course, but what is interesting
here is that it also illustrates how “narrow” ChatGPT’s appreciation of “correct English” actually is in
comparison to the wide diversity of possible English behaviors (see Fleisig et al., 2024, for a relevant
discussion on the matter).

115The two cannot be reconciled into a single criterion of correctness indeed for if both perfect and
imperfect spelling is “correct” as far as machine behavior is concerned, then anything goes.
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as not serious or even as pseudoscience. The aim of AI had been degraded to
the building of “smart tools” [(Nilsson, 2009)].

In recent years, a renaissance has been happening in AI, partly due to the hope
raised by the success of new techniques such as deep learning, and partly due
to the realization that the old problems cannot be sidestepped. To distinguish
these types of research from the conventional works, new names have been
introduced, including “Human-level AI” [(Minsky et al., 2004; Nilsson, 2005;
McCarthy, 2007)] and “Artificial General Intelligence” [(Goertzel & Pennachin,
2007; Wang & Goertzel, 2007)]. Some people also call this type of work “Strong
AI”, though it was not Searle’s original meaning of the term [(Searle, 1980)].

Wang (2019, pp.14–15)

In the above quote, Wang explicitly tells us that artificial smartness is historically conceived
as a “degraded” form of artificial intelligence—as when he mentions than “the aim of AI
had been degraded to the building of “smart tools” ”. But as you understand by now,
exceptional human behavior is in no way a “degraded” version of normal human behavior.
If anything, it is actually the other way around, since normal human behavior is usually
framed in terms of “mistakes” deviating from the normative ideal of correct and exceptional
human behavior. All we can expect from those models of “artificial general intelligence” is
thus to extend the scope of artificial smartness to new domains, but not to achieve artificial
intelligence in any way. After having achieved perfect arithmetic skills, perfect spelling,
and maybe perfect syntax, we may observe new models demonstrating perfect encyclopedic
knowledge, perfect logic, or even perfect rationality. But as far as artificial intelligence is
concerned, none of those models will be able to pass the Turing test, for they will always
model exceptional rather than normal human behavior.

Given all the aforementioned considerations, it is not surprising that artificial smartness
models such as ChatGPT do not “think” like humans (remember Section 3.3.1.2). How
could such models function like humans indeed if they do not even behave like humans in the
first place? coming to terms with the intelligence/smartness dichotomy also means coming
to terms with the extent to which the normative ideal of smartness we live by actually
pervades our common appreciation of “intelligence”, and how difficult it is to emancipate
ourselves from it by when attempting to develop artificial minds. Given the correctness
principle indeed, our first reflex always seems to be to align what is “correct” for machines
with what is “correct” for humans. Yet, it is precisely what the Turing test is asking us
not to do.

Back to “true” artificial intelligence now, Turing (1950) specifically tells us that a ma-
chine would have to “make mistakes” so as to be able to pass his test. But would any
“mistake” go? Precisely not, for as he tells us himself in his above quote, the point would
be to “deliberately introduce mistakes in a manner calculated to confuse the interroga-
tor ” (my emphasis).116 Proudfoot (2013, 2017b, 2020) emphasizes this crucial aspect of
the test as well when she tells us that:

116Distancing ourselves from the specific context of the Turing test for a moment—and notably from the
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[T]he Turing test does not test machine behaviour. Instead it tests the observer’s
reaction to the machine [. . .]

Proudfoot (2017b, p.303)

Passing the Turing test thus depends on who evaluates those mistakes, and so on what
they take to be normal human behavior. So let me now turn to the normal as familiar.

3.3.3.2 From the normal as familiar to the statistically normal

In his original paper, Turing (1950) defines “success” in his Imitation Game as follows:

I believe that in about fifty years’ time it will be possible to programme com-
puters, with a storage capacity of about 109, to make them play the imitation
game so well that an average interrogator will not have more than 70 per cent,
chance of making the right identification after five minutes of questioning.

Turing (1950, p.442)

On may wonder first why Turing considers a baseline of 70% rather than 0%. The answer
to that question is that the Turing test is an indistinguishibility test and not a “misiden-
tification test”. The point for the machine is not to be systematically misidentified as a
human, but only to make it impossible for an average human interrogator to tell it apart
from a human. That means that the machine should never be systematically identified as
such, of course, but also that it should never be systematically misidentified as a human
either. There should simply be nothing “distinctive” in its behavior that sets it apart from
a human.

One may wonder then why Turing does not consider a baseline of 50% rather than
70%. A “true” indistinguishibility test would indeed suggest that the judgment of an
average human interrogator should be based on pure chance—50%, no more, no less. In
this case, I would put this specific design choice—alongside that of considering only “five
minutes of questioning”—down to the context under which the Turing test was originally
conceived. The point was to provide a reasonably challenging goal for a task that was
back then considered hard enough already. In effect, a baseline of 70% makes the test
slightly “easier” to pass than a baseline of 50%, since with the former the average human
interrogator is precisely given “more chance” to make the right guess than with the latter.
Those specifications are therefore highly contextual and should not be considered set in
stone. In fact, the very spirit of the Turing test would command to update them as artificial

question of normal human behavior—we also see how, for a humanist approach to intelligence, the funda-
mental question would be that of whether there exists such things as impossible human mistakes—mistakes
that no human being will ever make—so that we could truly distinguish human from non-human mistakes.
From a humanist perspective indeed, the investigation into human intelligence is an investigation into all
the possible mistakes that we can make, and so into all the possible deviations from the normative ideal of
smartness we live by that are made possible by our human nature. The search for human intelligence thus
becomes a quest for the boundaries of human subjectivity, understood as our singular deviations from the
norm.
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intelligence progresses, so we should ultimately consider decreasing the baseline from 70%
to 50% and increasing the duration of questioning from 5min to 10min, 30min or even
more. Those changes would not alter the nature of the Turing test, just change its level of
difficulty.117

A no less critical concept in Turing’s (1950) specification of success is the notion of
“average interrogator” that deserves particular attention. One way to interpret it is by
appealing to the normal/exceptional dichotomy and to consider that it opposes the idea
of an “exceptional/expert” human interrogator and thus suggests that the test should be
reserved to “normal/non-expert” human interrogators only—especially as Turing et al.
(1952/2004) explicitly mentioned in a later BBC interview that:

The idea of the test is that the machine has to try and pretend to be a man, by
answering questions put to it, and it will only pass if the pretence is reasonably
convincing. A considerable proportion of a jury, who should not be expert
about machines, must be taken in by the pretence.

Turing et al. (1952/2004, p.495)

Once again, I would put this specific design choice down to the attempt at building a
reasonably challenging Turing test. But note also how, in his original paper, Turing (1950)
talks about “an average interrogator” (singular) rather than “average interrogators” (plu-
ral), suggesting thereby that this notion of “average” applies to the set of interrogators as
a whole rather than to every human interrogator taken individually. To make sense of this
claim here, it is crucial to remember that the Turing test is a statistical test—as Turing
himself makes clear in his original paper:

There are already a number of digital computers in working order, and it may
be asked, ‘Why not try the experiment straight away? It would be easy to
satisfy the conditions of the game. A number of interrogators could be used,
and statistics compiled to show how often the right identification was given.’

Turing (1950, p.436)

As such, the Turing test never mobilizes a single juror but always a full jury. This notion of
“average interrogator” should thus be interpreted as referring to an abstraction made of the
aggregate of individual interrogators’ judgments, rather than to a “real” individual inter-
rogator.118 The underlying assumption being that the subjective judgments of individual
interrogators are always partial and partially erroneous, and that it is only by aggregating
those subjectivities together that one can approach the “true” and “objective” value of the
target object of inquiry. It is, in fact, the very assumption that we find at the core of most
behavioral experiments today, as Cowart (1997) explains:

117In what follows I will consider an unspecified duration of questioning and a baseline of 50% so as to
stay as close as possible from the spirit of a “true” indistinguishibility test.

118Note, however, that the two interpretations are not incompatible with one another, and that it is
perfectly possible to characterize an “average interrogator” as the aggregate of interrogators all being
individually average themselves (in the sense of non-expert).
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In countless psychophysical cognitive and physical tasks, human performance
is characterized by a random scatter of individual observations around a more
or less stable mean. In statistics, this scatter is termed error variance and is
ubiquitous in observations of human performance.

[. . .]

In typical psychological studies, error variance is assumed; investigators rou-
tinely collect numbers of observations from each participant, often ask each
participant to respond to each stimulus many times, and report the procedural
and/or statistical methods used to control error variance. Standard practice
recognizes that individual observations are not reliable, and sophisticated prac-
titioners may evaluate findings differently according to their confidence in the
means employed to control error variance.

Cowart (1997, pp.31–32)

It is an assumption that derives from the very same metrological realism that I introduced
in Section 3.3.2.3, and which found its way into the behavioral sciences from astronomy
notably through Quetelet, who was an astronomer himself.119 As Rose (2016) explains
indeed (see also Desrosières, 1993/1998, especially ch.2):

Astronomers believed that every individual measurement of a celestial ob-
ject (such as one scientist’s measurement of the speed of Saturn) always con-
tained some amount of error, yet the total amount of aggregate error across a
group of individual measurements (such as many different scientists’ measure-
ments of the speed of Saturn, or many different measurements by a single scien-
tist) could be minimized by using the average measurement [(Simpson, 1755),
see also (Hald, 1986)]. In fact, a celebrated proof by the famous mathemati-
cian Carl Gauss appeared to demonstrate that an average measurement was as
close to a measurement’s true value (such as the true speed of Saturn) as you
could ever hope to get [(Camic & Xie, 1994; Stahl, 2006) and see also (Sheynin,
1973)]. Quetelet applied the same thinking to his interpretation of human aver-
ages: he declared that the individual person was synonymous with error, while
the average person represented the true human being [(Quetelet, 1846)].

Rose (2016, p.27)

In sum: the one who determines “success” in the Turing test is not any judge, but the
normal/average judge.

With those precisions in mind, we can now look back at previous research and reconsider
some of their claims. For instance, when Shah et al. (2012) tell us that:

119Else see (Tafreshi, 2022) for an explicit account of the influence of Quetelet on modern psychology.
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One feature of ‘humanness’ that Turing did not factor into his imitation game
for machine thinking and intelligence is that mistakes will be made by some of
the human interrogators, and others are easily fooled.

Shah et al. (2012, p.1)

We can see that this is no exactly true, for “mistakes” in interrogators’ judgment is in
fact an integral part of the Turing test. First, in the sense that for machines to be truly
indistinguishable from human participants, human interrogators precisely need to “make
mistakes” and misidentify them as humans half of the time on average (with a baseline
of 50% at least, less with a baseline of 70%). Second, in the sense that what motivates
abstracting away the subjectivities of individual interrogators’ is precisely that those sub-
jectivities are presumed to be noisy and so “mistaken” in the first place. It is thus not
surprising to observe that, in later work, the very same Warwick & Shah (2015, 2016a)
misquote (Turing, 1950) by mentioning “average interrogators” plural rather than “average
interrogator” singular, as in:

Earlier in 1950, Turing had referred to ‘average interrogators’ rather than a
jury and this presents something of a problem in a practical sense if a statistical
average of some kind is inferred. The interrogators employed in these tests are
certainly interested parties, but other than that they come from a wide variety
of backgrounds.

Warwick & Shah (2015, p.2)

Or in:

To adhere strictly to Turing’s wording we have focused here, as best we could,
on ‘average interrogators’ [. . .] and have included a wide variety of people.

Warwick & Shah (2016a, p.1005)

For everything in their interpretation of (Turing, 1950) actually derives from their con-
sidering this notion of “average” to apply only to human interrogators taken individually
rather than (also) to the set of human interrogators as a whole.

The same considerations hold with Proudfoot’s (2017b, p.303) previous quote, then,
which suggests (even if only implicitly) that a problem with (or at least a crucial feature
of) the Turing test is that it does not rest on an objective evaluation criterion but only
on the subjective appreciation of success by individual interrogators—in that it “does not
test machine behaviour” but only “the observer’s reaction to the machine”. But once again,
Turing (1950) does not test the “observer’s reaction to the machine” but the normal/average
observer’s reaction to the machine—which makes all the difference. For if it is true that
the Turing test does start from the subjectivity of individual interrogators, the important
point is that it does not stop there: it averages all the subjectivities together precisely so
as to constitute an objective criterion for the evaluation of success—as per the standard
assumption of metrological realism underlying most if not all behavioral experiments today.
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Last, this very same focus on the subjectivity of individual interrogators rather than
on the normal/average interrogator is what we found behind the critique of Hayes & Ford
(1995) this time, who tell us that:

The imitation game conditions say nothing about the judge, but the success of
the game depends crucially on how clever, knowledgeable, and insightful the
judge is.

Hayes & Ford (1995, p.973)

Yet again, as we have seen, success in the Turing test is never determined by a single judge
but always by the normal/average judge which, if certainly unique, remains nonetheless
an abstraction constructed from the aggregate of a collective jury.

All those references above point at an important blind spot in the Turing test nonethe-
less. It is true that Turing (1950) tells us nothing about how the jury of human interrogators
should be constituted. If the question matters here, it is notably because judges’ intuitions
as to what constitutes “normal human behavior” appears to be very much socio-culturally
situated. Thus, and without any further specification as to what constitutes the population
of human interrogators, the guarantee for any Turing test to provide a comprehensive ac-
count of human behavior at large remains far from granted. A quick detour by the software
engineering stack exchange forum suffice to illustrate that point. On the thread dedicated
to the question “If you could pose a question to a Turing test candidate, what would it
be?”,120 user TZHX posts the following response:

“That September 11th thing was amazing, wasn’t it?” – A human would get
the reference, a machine is much less likely to.

TZHX, comment posted on April 1st 2011 at 9:27

To which user Job immediately comments:

I believe that 70% of Earth population [. . .] would not get that reference, and
30% would not get it even if you say it in their native language. We are not
being fair to the machines.

Job, comment posted on April 1st 2011 at 15.39

In essence, this example illustrates the argument of French (1990) about nordic seagulls
and the Turing test being a test of “culturally-oriented intelligence”:

We will see that the Turing Test could be passed only by things that have
experienced the world as we have experienced it, and this leads to the central
point of the present paper, namely, that the Test provides a guarantee not of
intelligence but of culturally-oriented human intelligence

120See https://softwareengineering.stackexchange.com/q/64248
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French (1990, p.53)

French (1990) parallels the Turing test in a thought experiment aimed at determining
whether a machine could really be said to fly. He imagines a pool of judges composed
exclusively of inhabitants of a large Nordic island for whom, he posits, seagulls would be
the only animals known to fly. He concludes that the only machines that would be said to
fly under such conditions would be those that basically “fly like seagulls”.

Consequently, if we do not pay attention to how the pool of judges is constituted, we
may end up equating intelligent behavior with the behavior of a particular community
of human beings—and most likely to simply treat what is “normal” as what is WEIRD
and thereby miss the original purpose of the test: accounting for human intelligence.121

However, it is important to understand that the problem at stake is not only a matter
of human interrogators, for success in the Turing test is always determined by a triadic
relationship between human interrogators, machines and human participants. Train an
artificial intelligence model on WEIRD human behavior with WEIRD human interrogators
and non-WEIRD human participants, for instance, and chances are that you will make it
easier for your machine to be misidentified and so easier to pretend to be normal. But train
your model on non-WEIRD human behavior with both WEIRD human interrogators and
WEIRD human participants this time, and chances are that you will make it harder for
your machine to be misidentified and so harder to pretend to be normal. Of course, none of
those situations would characterize “success” in the Turing test anyway. An idealized first
case scenario with full machine misidentification would converge to a probability of 0%—i.e.
probability for an average human interrogator to make the right guess—while an idealized
second case scenario with perfect machine identification would converge to a probability of
100%. Thus, in both cases, we would remain far from the 50% target baseline. But what
such considerations fundamentally emphasize is that reports of machine performance on
Turing tests cannot be taken at face value and require that we take into account all the
parameters involved, and notably what type of behavior the machine was trained on (for a
machine learning model at least) and which populations the pools of human interrogators
and participants were sampled from. For as we can see, it is always possible to artificially
inflate or deflate machine performance on the Turing test via certain specific parametric
configurations.

So Shah et al. (2012) and Hayes & Ford (1995) above appear to be correct, in some sense:
the specifications of the Turing test do influence the difficulty of the test. But it is not really

121Especially given the prevalence of the WEIRD category in traditional behavioral experiments, prac-
tical Turing tests included (participants in practical Turing tests are exclusively English speakers, for
instance, and mostly people residing in the UK). This is not to say that WEIRD and non-WEIRD people
form completely homogeneous categories, of course—let alone that this is the adequate category to employ
to best characterize the problem at hand. I am merely using this general category here for its known
relevance to the question of sampling bias in the psychological and behavioral literature (see Rad et al.,
2018, for a relevant discussion). In what follows, I will consider for the sake of the argument that those
categories are irreconcilable with one another and characterize distinct normative ideals of normal human
behavior, so that a WEIRD behavior for a non-WEIRD individual is necessarily “abnormal” in comparison
to a non-WEIRD behavior and vice-versa.
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a matter of “cleverness”, “insightfulness”, “knowledgeability” of “foolability” of individual
interrogators. In fact, framing the problem as such misses the crucial point, namely, that
the Turing test is a statistical indistinguishibility test where success is determined not by
a single interrogator but the normal/average interrogator who precisely needs to be not
smart but normally smart on average. Success in the Turing test is thus better framed
in terms of alignment—and more specifically, as the relative alignment between machine
behavior and the average interrogator’s normative ideal of normal human behavior, in
comparison to the behavior of the normal human participant. The point for the machine
indeed is always to get as close as possible—but no closer—to the normative ideal of the
judge in comparison to the behavior of the participant—to appear as normal and so both
no less normal but also no more normal that the human participant on average. It is thus
not a matter of intellectual abilities of individual judges and there is actually no need to
mobilize such notions—which basically boil down to considering that some subjectivities
are essentially “better” than others—to explain the phenomena at hand. It is enough to
treat all those subjectivities as intrinsically different—which is precisely what metrological
realism does—without the need to rank them or consider that some are “better” or “worse”
than others.

More interesting now about our previous example of WEIRD/non-WEIRD sampled
populations is the configuration where both human participants and machines would dis-
play WEIRD behaviors, for instance, but with a non-WEIRD human interrogator this
time: how would the interrogator evaluate the situation? The best way to get an intuition
about the problem at hand—given the specifications I introduced before—is to replace the
general WEIRD category by a specific language. Imagine, for instance, an English speaking
human interrogator confronted with a non-English speaking machine and a non-English
speaking human participant—an English speaking interrogator who, for the sake of the
thought experiment, would have absolutely no knowledge of any other human language
whatsoever. How would that human interrogator determine who is who in this configura-
tion? A possible hypothesis, consistent with statistical thinking, would be to consider that
their decision will be based on pure chance. If we generalize this example to the average
human interrogator, however, we understand that it implies that the machine would be
able to pass the Turing test under this specific configuration, irrespective of the “correct-
ness/incorrectness” of its linguistic behavior. No matter what the machine would say and
how it would say it indeed, its behavior will always remain truly indistinguishable from
that of the human participant from the perspective of the human interrogator since that
human interrogator only speaks English and therefore cannot discriminate between any
two non-English linguistic behaviors anyway. This example thus further illustrate that,
to be truly meaningful as far as the goal of artificial intelligence is concerned, Turing test
scores must be reported alongside parametric configurations (and that some form of over-
lap between human interrogators and participants is probably to be required so as to avoid
such edge cases in the first place).122

122By “overlap” here, I mean that human judges and participants should be sampled from the same
population and take turn as judges and participants.
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Table 3.4 provides a recap of our discussion so far regarding the effects of various
parametric configurations on Turing test scores. As we can see, a fundamental challenge for

Interrogator Machine Participant Score

W W W 0%
W W W 0%
W W W 100%
W W W 100%
W W W 50%
W W W 50%

W W W ?
W W W ?

Table 3.4: Recap of Turing test score (defined as the probability of correct machine iden-
tification by a normal/average human interrogator) in idealized scenarios, considering the
human population to be split into two complementary sets (W and W) with two fully
distinct and incompatible normative ideals of normal behavior that cannot be evaluated
beyond chance by members of the other set. The last two configurations (full row of W
and full row of W) correspond to situations where the test would provide meaningful test
scores but would only evaluate normal W behavior and normal W behavior rather than
normal human behavior.

the Turing test is to rely on samples of human interrogators and participants which are truly
representative of the human population as a whole. The question of “representativeness”
is tricky (see Chasalow & Levy, 2021, for an overview of the concept in the context of
statistics and machine learning) and in this case it is all the more so than it actually
pertains to the set of possible normative ideals of normal behavior which, if truly grounded
in the singularity of our respective experiences, are probably as numerous as human beings
on Earth. What is more, grouping some of those normative ideals together proves all
the more delicate than the Turing test actually exacerbates those singularities—since in
practice both machines and human participants compete to get as close as possible to the
normative ideal of the human interrogator—and thus narrows down our appreciation of
the normal at the individual level. So let me avoid the question here and consider the
very hypothetical case where we would have access to unlimited resources allowing us to
include the entire human population in the test, both as interrogators and as participants.
What would be the “normal human behavior” that would emerge from this test? The
statistically normal, of course. That is: the frequent/typical/(statistically) predominant
human behavior, as per the sample of human population at hand. In the end, the Turing
test thus equates intelligent behavior with statistically normal human behavior—and so
what is “intelligent” with what is likely to be human. It thus focuses not so much on what
is possibly human than on what is probably human.

Do all such considerations make Turing a humanist or a normalist? Before answering

189



Chapter 3. Subjectivity against normality

that question, let me go first through some important clarifications. As we saw in Sec-
tion 3.2.2.4—and notably through the example of Chomsky (1975, 1986) and his language
faculty—adopting a humanist epistemology does not mean having to dispense from any
concept of normality whatsoever. Within Chomsky’s humanist approach to language, for
instance, biological normality remains very much present through the question of possible
impairments of the language faculty, which can thus be characterized as normal/abnormal
in the sense of functional/dysfunctional. Similarly, adopting a normalist epistemology does
not mean having to abandon the concept of human nature itself. Normalism remains very
much compatible with the idea of a human nature universally shared by all members of
the human species, especially if this “human nature” is reduced to a mere “potential” man-
ifesting itself behaviorally only through normal development (see Hull, 1986, and notably
p.4 and §2 in general, for a critical overview). So the question cannot be settled only by
looking at whether each concept is present or absent from the target epistemology. What
we need to look at more specifically is which one of the two concepts constitutes the “cen-
tral organizing concept” of the target epistemology indeed—as Hacking (1990) originally
made clear. As far as Turing’s epistemology is concerned, it is here that the question
of his behaviorism takes on its full meaning. Many authors have suggested indeed that
the major contribution of the Turing test is to turn a “philosophical” question into an
operational one (see Hodges, 1983/2014; Hofstadter, 1985; French, 1990, pp.334;525;53,
respectively). This “operationalism” is often equated with a form of “behaviorism” (e.g.
Shieber, 2004a, p.8) insofar as it translates concretely as an exclusive focus on machine
behavior to arbitrate on machine intelligence. But for us here, this statement takes on
a particular meaning, for it implies that the Turing test shifts its focus from the faculty
of intelligence to intelligent behavior which, as we have seen, corresponds to statistically
normal human behavior. From there on, Turing’s normalism becomes clear: the statistical
conception of normality brings in a normative comparativism that makes it possible to
rank human behavior with respect to the normative point of reference at hand (the nor-
mal/average).123 What is more, if what is intelligent is what is statistically normal, then
a perfectly intelligent machine would be one that is perfectly (statistically) normal and so
one that exhibits the most frequent behavioral traits found within the human population.
What would this perfectly intelligent machine look like? For one, it would probably speak
Mandarin rather than English.

3.3.3.3 Intelligence: a scientific concept?

Outside of his seminal 1950 paper, Turing (1948/2004); Turing et al. (1952/2004) of-
fers us an alternative but no less interesting approach to the concept of “intelligence”.
In 1948/2004, for instance, he mentions that:

[T]he idea of ‘intelligence’ is itself emotional rather than mathematical.
123The potentially confusing element being that Turing’s normalism opposes yet another normalist

conception of intelligence—smartness—which relies on a different normative point of reference: the cor-
rect/exceptional and not the normal/average.
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Turing (1948/2004, p.411)

And explains what he means by that in a dedicated section:

The extent to which we regard something as behaving in an intelligent manner
is determined as much by our own state of mind and training as by the proper-
ties of the object under consideration. If we are able to explain and predict its
behaviour or if there seems to be little underlying plan, we have little tempta-
tion to imagine intelligence. With the same object therefore it is possible that
one man would consider it as intelligent and another would not; the second
man would have found out the rules of its behaviour.

Turing (1948/2004, p.431)

In a later BBC interview, he returns to those considerations by telling us that:

As soon as one can see the cause and effect working themselves out in the brain,
one regards it as not being thinking, but a sort of unimaginative donkey-work.
From this point of view one might be tempted to define thinking as consisting
of ‘those mental processes that we don’t understand’. If this is right then to
make a thinking machine is to make one which does interesting things without
our really understanding quite how it is done.

Turing et al. (1952/2004, p.500)

There are actually two ways to interpret Turing’s considerations here. The first way
is to return to his original 1950 paper where he explains that the epistemic opacity of the
child machine—or the fact that it may not always be possible to understand precisely what
it does and how it solves the task at hand—should be considered an architectural feature
rather than a “bug” in the system:

An important feature of a learning machine is that its teacher will often be
very largely ignorant of quite what is going on inside, although he may still
be able to some extent to predict his pupil’s behaviour. [. . .] This is in clear
contrast with normal procedure when using a machine to do computations:
one’s object is then to have a clear mental picture of the state of the machine
at each moment in the computation. This object can only be achieved with a
struggle. [. . .] Most of the programmes which we can put into the machine will
result in its doing something that we cannot make sense of at all, or which we
regard as completely random behaviour.

Turing (1950, pp.458–459)

For what Turing’s (1948/2004; 1952/2004) considerations suggest indeed is that this epis-
temic opacity—or the “blackbox” nature of artificial intelligence systems today (see Nefdt,
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2020, §3, and references therein for an overview)—might as well prove to be what makes
those systems intelligent in the first place.

But another way to interpret Turing’s considerations is to return to the Chomsky–Foucault
debate (Chomsky & Foucault, 2006) and to Foucault’s distinction between “scientific con-
cepts” and “peripheral concepts” in particular, which he introduces as follows:

[Foucault:] Let’s take the example of biology. You will find concepts with
a classifying function, concepts with a differentiating function, and concepts
with an analytical function: some of them enable us to characterize objects,
for example that of “tissue”; others to isolate elements, like that of “hereditary
feature”; others to fix relations, such as that of “reflex.” There are at the
same time elements which play a role in the discourse and in the internal rules
of the reasoning practice. But there also exist “peripheral” notions, those by
which scientific practice designates itself, differentiates itself in relation to other
practices, delimits its domain of objects, and designates what it considers to
be the totality of its future tasks. The notion of life played this role to some
extent in biology during a certain period. [. . .] I would say that the notion
of life is not a scientific concept ; it has been an epistemological indicator of
which the classifying, delimiting, and other functions had an effect on scientific
discussions, and not on what they were talking about.

Chomsky & Foucault (2006, pp.5–6)

For what Turing’s (1948/2004; 1952/2004) considerations would suggest this time is that
intelligence is not so much a scientific concept than a peripheral concept that primarily
serves to designate the object of study and set the horizon of the corresponding scientific
project. If so, then, “intelligence” would be, in the end, whatever is left for us to understand
as far as human behavior is concerned.

3.4 Towards a subjectivist science of human being

In the last two sections of this thesis, I will take the opportunity to put all the considerations
I have developed so far into perspective within a more general philosophy of language and
biology. In Section 3.4.1, I will return to some critical questions regarding the validity of
the Turing test for constructing a science of human intelligence—questions which I have
had to leave out so far for reasons of space—and address them through a comparison
between intelligence and bipedalism. In Section 3.4.2, I will then return to the question of
language more specifically, and discuss how my subjectivism should be interpreted within
a broader philosophy of linguistics.
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3.4.1 Towards a science of structure without order

3.4.1.1 Machine bipedalism

Suppose that, inspired by Turing’s (1950) paper on machine intelligence which asks “Can
machines think?”, I were to write myself a paper on machine bipedalism asking “Can ma-
chines walk?”—and by that you will have understood that I mean walk “like humans”.
Suppose that, inspired by Turing once again, I were to argue that this question was “too
meaningless to deserve discussion” and that, following his example, I were to devise my
own “Imitation Game”—titled for the occasion the “footprint test”—so as to operational-
ize the question at hand and determine whether a machine could reasonably be said to
“walk” (like humans). The footprint test would consist in having two participants—a hu-
man and a machine/robot—leave two separate trails of (bare) footprints on a sandy beach,
and a human judge having to determine, based solely on the observation of those trails,
which one was left by the human and which one was left by the machine. If, on a repeated
number of occasions, the trail of the machine could not be distinguished from that of the
human, then the machine could be said to have successfully passed the test.

Critiques of my footprint test would surely not miss the opportunity to criticize its “be-
haviorism” by arguing notably—following what Searle (1980) did for the Turing test—that
passing the test alone should not constitute a sufficient proof of (human) bipedalism since
bipedalism is clearly not reducible to the ability to demonstrate bipedal behavior. And
in some sense they would be right: encyclopedic entries on bipedalism such as (Napier,
2019), for instance, typically characterize human bipedalism as a dual property consisting
in both a special pattern of behavior—i.e. the bipedal “striding gait” of (Napier, 1967)—and
a specific morphology, consisting itself in:

[. . .] the rebalancing of the head upon the neck, the characteristic S-shaped
curvature of the back, the broadening of the pelvis and the straightening of the
legs [. . .]

Ingold (2004, p.316)

That morphology is famously illustrated by Huxley’s (1863/2009) picture in Figure 3.6—a
picture which Ingold (2004) is also careful to contextualize for us as follows:

[T]he picture has been deliberately constructed to tell a story, one that has
entered the textbooks and been retold on countless occasions ever since. It
is the story of how man’s eventual achievement of upright posture laid the
foundations for his pre-eminence in the animal kingdom, and for the growth
of culture and civilization. In the picture, man marches confidently into the
future, head high, body erect, while the stooping apes trundle along obediently
behind [. . .]

Ingold (2004, pp.316–317)
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Figure 3.6: Comparative illustration of skeletons of primates, from (Huxley, 1863/2009).

Could I then, following what Turing (1950) did on machines “thinking”, argue that within
a few years time, “the use of words and general educated opinion will have altered so much
that one will be able to speak of machines [walking ] without expecting to be contradicted”?
Ultimately, as Chomsky (1996) points out:

These are questions of decision, not fact; decision as to whether to adopt a
certain metaphoric extension of common usage.

Chomsky (1996, p.19)

It is not even clear what such terminological disputes would bring to the questions at hand:

There is no answer to the question whether airplanes really fly (though per-
haps not space shuttles). Fooling people into mistaking a submarine for a whale
doesn’t show that submarines really swim; nor does it fail to establish the fact.
There is no fact, no meaningful question to be answered, as all agree, in this
case. The same is true of computer programs, as Turing took pains to make
clear in the 1950 paper that is regularly invoked in these discussions. Here he
pointed out that the question whether machines think “may be too meaningless
to deserve discussion,” being a question of decision, not fact, though he specu-
lated that in 50 years, usage may have “altered so much that one will be able
to speak of machines thinking without expecting to be contradicted”—as in the
case of airplanes flying (in English, at least), but not submarines swimming.
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Such alteration of usage amounts to the replacement of one lexical item by an-
other one with somewhat different properties. There is no empirical question
as to whether this is the right or wrong decision.

Chomsky (1996, p.19)

In any case, it seems that we do talk about “bipedal robots” or “bipedal walking robots”
already (e.g. Chevallereau et al., 2009; Mikolajczyk et al., 2022) so there may be little
matter left for discussion as far as bipedalism is concerned.

Other critiques of my footprint test would probably tackle its “culturally-oriented” na-
ture this time and argue—following what French (1990) did for the Turing test—that
passing the test should not even constitute a necessary condition to guarantee (human)
bipedalism, for failing to exhibit the type of bipedal behavior we are most familiar with
should clearly not mean that one is failing to demonstrate human bipedal behavior alto-
gether. Once again, they would be right in some sense, for anthropologists have for long
shown that the human bipedal striding gait is affected by socio-cultural factors so that:

The striding gait would be better viewed as a biologically based cultural trait
that predominates as a locomotor form in our own society but one that should
not be applied as such to other groups in an ethnocentric way.

Devine (1985, p.551)

As Devine (1985) elaborates indeed:

Everyone is aware of subtle differences in gait that exist between individu-
als. One of the first experiences of early visitors to non-Western societies was
an immediate realization that the manner of walking of the people they were
encountering was quite dissimilar from their own.

Devine (1985, p.553)

Note, however, that one does not have to leave the Western world to observe socio-cultural
and socio-historical differences in gait. The anthropologist Marcel Mauss (1934/2007), for
instance, in his Techniques of the Body, reflects upon his experience as a French soldier in
Word War I where he observed how cultural differences among British and French infantries
prevented them for marching together in a coordinated fashion. He also reflects upon his
experience in New York City, where he observed how certain walking styles would later
propagate to Paris, France through Hollywood movies (or so he assumes).124

How would I, then, placed under the position of a judge, evaluate a trail of footprints
coming from a human bipedal behavior I am not familiar with, such as one characteristic
of the bipedal behavior historically associated with native populations of North America
throughout the eighteenth and twentieth century, and consisting mostly in a pattern of:

124More recently, Ebersbach et al. (2000) notice a systematic difference of gait velocity between subjects
residing in Tyrol and subjects residing in Berlin, and Lieberman et al. (2010) detail how (running) gait
can be influenced by whether or not one wears shoes.

195



Chapter 3. Subjectivity against normality

[. . .] stepping on the ball of the foot (or the whole surface of the foot) rather
than rolling from heel to toe; [. . .] pointing the toes straight ahead or slightly
inward, rather than outward; and [. . .] placing the feet along a single straight
line under the body’s center of gravity, rather than placing them at hip width
and shifting weight from side to side.

Ranalli (2019, pp.89–90)

Would I, with my antagonistic socio-cultural experience of gait, treat it as the most likely
human trail—let alone a human trail tout court? That would probably depend on the
machine trail itself, of course, but it would also illustrate how—just like with the Turing
test—judgments on the footprint test are fundamentally grounded in the normal as familiar
and bounded by the limits of one’s own subjectivity.

3.4.1.2 Beyond normality and internal order

Normality is a very slippery notion. It also has had a long history of abuse.
Responsible authorities in the past have argued in all sincerity that other races
are degenerate forms of the Caucasian race, that women are just incompletely
formed men, and that homosexuals are merely deviant forms of heterosexuals.
The normal state for human beings is to be white, male heterosexuals. All
others do not participate fully in human nature. That white, male heterosexuals
make-up only a small minority of the human race did not give these authorities
pause.

Hull (1986, p.7)

The question of the representativeness of the normal (and lack thereof) certainly constitutes
a major challenge for the epistemology of normalism and if anything, the considerations
from Hull (1986) above illustrate how difficult it can be for one to conceive the normal
beyond the familiar. By contrast, they also illustrate how the statistical conception of
normality can appear so attractive in this context: it constitutes a promise of objectivity,
which specifically proposes to bypass the limits of human subjectivity by displacing the
normative ideal of normality from the (subjectively) familiar to the (objectively) typical.

Be that as it may, determining what constitutes the proper characterization of the
normative ideal of normality is but one aspect of the problem. Figuring out where to
operate the segmentation between the normal and the abnormal is yet another, and not
the least: from what point should we consider indeed that a particular deviation from
the normative ideal of normality falls under the scope of the “abnormal”? The question
has been the object of intense debate, especially given the historical “narrowness” of the
concept of normality itself—as the quote from Hull (1986, p.7) above critically suggests.
Those debates have lead to the progressive expansion of the scope of normality, recasting
what was once considered abnormal to what is now simply different, and potentially equally
normal. Today, such debates crystalize notably around the question of autism and the
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“neurodiversity” movement—as its name clearly indicates—which targets more specifically
a biostatistical concept of normality intrinsically tied to normative considerations and often
too prompt to disqualify the atypical as necessarily dysfunctional if not pathological (see
Singer, 1999; Dyck & Russell, 2020; Botha & Cage, 2022; Zamzow, 2023, for details). Such
a dynamic of expansion is necessarily bound to stop at some point, however, for in any case
it can never extend to the human as a whole by definition. What would be the point of
mobilizing of concept of “normality” that would just equate the “human” indeed? Normality
works in pair, as its very purpose is to draw a segmentation between two categories (the
normal and the abnormal) within the collection of entities under study. Without the
possibility to characterize certain humans or human traits as “abnormal”, normality would
thus loose its raison d’être. From the point of view of normalism, all human beings cannot
be normal.

What is more, the specification of a normative point of reference is just one step in a
process which ultimate purpose is to generate internal order within a collection of phe-
nomena, items or elements under study. As I said in Section 3.2.2.4, normalism proceeds
through a normative comparativism which consists in ranking the elements of the collec-
tion under study with respect to the normative point of reference at hand—which may or
may not be the normal, in fact, as we saw with the typical example of smartness. But
why should we need such an internal order as far as the study of human intelligence is
concerned? Why should we need a normalist conception of intelligence in the first place?
Why should we need to rank human behaviors with respect to one another to understand
what distinguishes human from non-human intelligence, for instance? This necessity is far
from obvious—despite what French (1990) seems to suggest in his critique of the humanist
conception of intelligence:

If we agree that the underlying neural mechanisms are essentially the same
across species, then we ought to treat intelligence as a continuum and not just
as something that only humans have. It seems reasonable to ask a good test for
intelligence to reflect, if only approximately, those differences in degree. It is
especially important in the study of artificial intelligence that researchers not
treat intelligence as an all-or-nothing phenomenon.

French (1990, p.56)

Consider indeed the counter example of bipedalism: it seems perfectly possible to treat
bipedalism as a “continuum” across species—at least insofar as we can talk about “optional”
or “facultative” bipedalism in other primates (see Hutchinson & Gatesy, 2001)—without
having to consider that any human being is necessarily “more” or “less” bipedal than an-
other. What is more, bipedalism is clearly a non-exclusively human biological trait, since
we count birds, penguins, certain marsupials and rodents (such as kangaroos and jerboas)
and many mesozoic reptiles as bipeds too (see Hewes, 1961, p.688, for details).125

125We also count bears as “optional bipeds” outside of non-human primates, for instance.
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The thing with “intelligence” however—in comparison to bipedalism—is that it is more
often than not mobilized to explain a difference across humans rather than across species.126

The fact of the matter is that this internal order has historically been used to justify cor-
rective measures against those that were considered to deviate too far from the normative
ideal at hand (e.g. Carlson, 2017; McConnell & Phelan, 2022), or to naturalize particular
social or racial orders in turn (see Cave, 2020; Adams, 2021; Blili-Hamelin & Hancox-Li,
2023, and references therein for a comprehensive overview within the context of artificial
intelligence). Take IQ tests, for instance. Blili-Hamelin & Hancox-Li (2023) specifically
tell us that:

The first IQ test, developed by Binet and Simon in 1905, was intended to
help institutions identify students with learning difficulties, for the purpose of
separating them from students of “normal” intelligence.

Blili-Hamelin & Hancox-Li (2023, p.274)

And Adams (2021) further stresses that:

Such tests went on to be used in the US and British colonies to justify the
idea that intelligence was a hereditary attribute largely endowed to the white
race [(Sehlapelo & Terre Blanche, 1996; Tilley, 2011; Laher & Cockcroft, 2014)].

Adams (2021, p.188)

But we might as well return to Galton himself here, since his opposition between nor-
mality and exceptionality is precisely what underlies the standard normalist conception of
intelligence (or smartness). As far as the normalist conception of intelligence is concerned,
ethical and scientific considerations are always fundamentally intertwined but in the case
of Galton, MacKenzie (1981) explains that the former can clearly be said to precede the
latter insofar as:

[T]he needs of eugenics in large part determined the content of Galton’s statis-
tical theory.

MacKenzie (1981, p.52)

As he further details:

Galton’s work clearly legitimated the elevated position of the professional élite
to which he belonged. His argument was that it was a natural élite, not merely
a social one. A chapter of Hereditary Genius [(Galton, 1869, pp.37–49)] was
devoted to justifying the twin propositions that the most eminent were excep-
tionally well-endowed by nature, and that there were no overwhelming barriers

126Hence the fundamental difference between the normalist approach to intelligence and the humanist
approach to bipedalism.

198



3.4. Towards a subjectivist science of human being

to the most able achieving eminence, even if they were born outside the élite. So
membership of the professional élite was deserved, and those outside it had no
reason to complain. People like him—he included both his own and his wife’s
families amongst his examples of the inheritance of ability—were innately su-
perior.

MacKenzie (1981, p.53)

So we see what is at stake here: the point for Galton is ultimately to legitimize a particular
social order by arguing that it rests on a biological and so in some sense “natural” order
of things and beings. The epistemology of normalism is thus here mobilized to rationalize
an internal order among human beings and in a way that makes sense, for if your ultimate
purpose is to rationalize a particular hierarchy among human beings indeed, your first step
will probably be to find a way to rank them in relation to one another.

Creating an internal order among human beings thus appears not only unnecessary as
far as the study of human intelligence is concerned but also very much suspicious if we
put it into historical perspective. In any case, it should probably be treated with caution
given the dreadful consequences that it has had—and keeps having—on our communities.
Ultimately, however, it should be possible to conceive a science of human being without
having to rely on normative ideals of human behavior or on normative comparisons between
human beings, and we should be able to account for the fact that two human beings can
be different without having to argue that one is necessarily “better” than the other.

3.4.1.3 Beyond human nature and external order

Generations of philosophers have argued that all human beings are essentially
the same, that is, they share the same nature, and that this essential similar-
ity is extremely important. Periodically philosophers have proposed to base
the essential sameness of human beings on biology. In this paper I argue that
if ‘biology’ is taken to refer to the technical pronouncements of professional
biologists, in particular evolutionary biologists, it is simply not true that all
organisms that belong to Homo sapiens as a biological species are essentially
the same. If ‘characters’ is taken to refer to evolutionary homologies, then pe-
riodically a biological species might be characterized by one or more characters
which are both universally distributed among and limited to the organisms
belonging to that species, but such states of affairs are temporary, contingent,
and relatively rare. In most cases, any character universally distributed among
the organisms belonging to a particular species is also possessed by organisms
belonging to other species, and conversely any character that happens to be
limited to the organisms belonging to a particular species is unlikely to be
possessed by all of them.

Hull (1986, p.3)
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There is certainly something attractive from a scientific perspective in approaching bipedal-
ism as a faculty, that is, as a universally shared endowment of the human species—even
if only a shared potential. For one, it allows us to separate the question of human nature
from that of individual behavior, and to account for the fact that a faculty may be shared
by a species as a whole without it necessarily being behaviorally manifest in each and every
one of its individual members. Baby humans, for instance, can very much remain “bipeds”
despite their not being able to demonstrate bipedal behavior (yet). They are just bipedal
beings to be, sharing with other human beings a faculty/potential for bipedalism which
should become behaviorally manifest ultimately provided normal/functional development.

But what about those who may never develop that ability to demonstrate bipedal
behavior or who may loose it at some point for whatever reason? Can they still be said
to retain that “potential” for bipedalism in any meaningful sense of the term and if not,
can they still be considered “bipeds” nonetheless? This question invariably triggers in me
a feeling of discomfort—a feeling which appears to be shared with others since user Chris
H, for instance, replies to the question “Is a human amputee still a biped?” on the English
language and usage stack exchange by saying:127

I certainly wouldn’t want to make the argument that physical disability (or
even drunkenness) makes someone less human.

Chris H, (partial) answer posted on March 27th 2019 at 17:44

It almost feels like questioning one’s bipedalism is tantamount to questioning their hu-
manity—and for a good reason: bipedalism has always been considered a critical part of
our human nature; a fundamental aspect of what makes us all human. Hewes (1961), for
instance, begins his paper on the origins of human bipedalism by stating that:

Man’s upright posture and bipedal gait have been justly considered outstanding
features of human nature [. . .]

Hewes (1961, p.687)

Ingold & Vergunst (2008) begin their own ethnographic review of walking by asking:

When did our walk begin? When will it ever end? We cannot remember, and
will never know. Walking, in this regard, is much like talking, and both are
quintessential features of what we take to be a human form of life.

Ingold & Vergunst (2008, p.1)

And didn’t Plato himself famously define human being as a “featherless biped” in the first
place?

Such considerations rest on the fundamental assumption that human nature is necessar-
ily shared, so that every trait or character that compose it must be universally distributed

127See https://english.stackexchange.com/questions/491596/is-a-human-amputee-still-a-biped.
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across all members of the human species. Yet, as Hull (1986) crucially emphasizes, this
assumption remains fundamentally at odds with the basis of Darwinian biology, for indeed:

If evolutionary theory has anything to teach us it is that variability is at the
core of our being.

Hull (1986, p.6)

As he elaborates further:

From the evolutionary perspective, all alleles which we now possess were once
more than just rare: they were unique. Evolution is the process by which rare
alleles become common, possibly universal, and universally distributed alleles
become totally eliminated. If a particular allele must be universally distributed
among the organisms belonging to a particular species (or at least widespread)
in order to be part of its ‘nature,’ then natures are very temporary, variable
things.

Hull (1986, p.9)

Far from being anecdotal, such considerations illustrate the fundamental contribution of
the Darwinian revolution to our very conception of “species”:

Since Aristotle, species have been paradigmatic examples of natural kinds with
essences. An essentialist approach to species makes sense in a pre Darwinian
context. God created species and an eternal essence for each species. After
God’s initial creation, each species is a static, not an evolving group of organ-
isms. Darwinism offers a different view of species. Species are the result of
speciation. No qualitative feature—morphological, genetic, or behavioral—is
considered essential for membership in a species. Despite this change in bio-
logical thinking, many philosophers still believe that species are natural kinds
with essences.

Ereshefsky (2022, p.3)

Hull (1986) traces back the necessity to characterize human nature as a shared essence to
ethical and moral considerations:

[W]hy is it so important for the human species to have a nature? One likely
answer is to provide a foundation for ethics and morals.

Hull (1986, p.11)

Which allows him to point at the core of the problem:
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All the ingenuity which has been exercised trying to show that all human beings
are essentially the same might be better used trying to explain why we must all
be essentially the same in order to have such things as human rights. Why must
we all be essentially the same in order to have rights? Why cannot people who
are essentially different nevertheless have the same rights? Until this question
is answered, I remain suspicious of continued claims about the existence and
importance of human nature.

Hull (1986, pp.11–12)

In the above paragraph, Hull (1986) gives us clues to understand the nature of my
discomfort upon questioning one’s bipedalism. It derives from the intuition that denying
one’s bipedalism would not only make that person “less human”, but that it would also
question more fundamentally that person’s claim to have rights. As such, it tells us some-
thing crucial about the essentialist approach to human nature: it still rests on a certain
conception of “order”, but an external order this time which applies not within humans but
across species and puts human being on top of the hierarchy of species—alone among those
entitled to have rights.128 Essentialism is thus a speciesism in some sense, a form of “hu-
man supremacism” that frames the singularity of the human species in terms of superiority
rather than mere difference from other species.

Be that as it may, it is still true that, by getting rid of internal order, essentialism
gets rid of the ethical problems posed by normalism. For if all humans beings are es-
sentially the same indeed, then trying to specify a normative comparison between them
becomes somewhat pointless. At the same time, this resolution comes at a cost: a near
impossibility to accommodate the fundamental contribution of Darwinian biology, which
commands that we place individual variability at the core of our epistemology. This is
precisely where subjectivism comes into play. Its focus on individual subjectivity must
be put into perspective with Darwin’s own methodological individualism—remember Dar-
win’s (1859/2008, pp.37;42) quote from Section 2.2.4 indeed—and its conception of the
singularity of every human mind put into perspective with the singularity of every (hu-
man) being in general.129 To be able to safely speak about individual variability and
subjectivity, however, subjectivism must first get rid of normative comparisons between
those individualities, if it wishes to provide an ethical science of human being, less able to
be twisted by supremacist agenda of any kind. To do so, and as we understand from the
previous considerations, it must thus get rid of order altogether—which explains why, in
the end, it intends to provide a science of structure without order.

128Remember how Ingold (2004, pp.316–317) specifically mentions that Figure 3.6 serves to reinforce the
“pre-eminence [of human being] in the animal kingdom”.

129Which does not mean having to abandon any notion of “sharedness” among human beings what-
soever—just like with the ‘Phylogenetic Species Concept”, for instance, does not abandon the notion of
sharedness among its characterization of species but merely recasts it as a shared ancestry rather than a
shared essence (see Ereshefsky, 2022, pp.19–28, for details).
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3.4.2 Towards a subjectivist linguistics

3.4.2.1 Bringing back subjectivity

In the Chomsky–Foucault debate (Chomsky & Foucault, 2006) Foucault explains how
Chomsky’s humanism in linguistics—which is very much an essentialism itself given how
it posits the faculty of language to form a common essence shared by all human beings
indiscriminately—can be understood as a project consisting in bringing back the speaker
in a field otherwise dedicated to the study of language—a language mainly approached as
a social, public and supra-individual entity:130

[Foucault:] [I]n the historical studies that I have been able to make, or have
tried to make, I have without any doubt given very little room to what you
might call the creativity of individuals, to their capacity for creation, to their
aptitude for inventing by themselves, for originating concepts, theories, or sci-
entific truths by themselves. But I believe that my problem is different to
that of Mr. Chomsky. Mr. Chomsky has been fighting against linguistic be-
haviorism, which attributed almost nothing to the creativity of the speaking
subject; the speaking subject was a kind of surface on which information came
together little by little, which he afterwards combined. [. . .] Therefore I have,
in appearance at least, a completely different attitude to Mr. Chomsky apropos
creativity, because for me it is a matter of effacing the dilemma of the know-
ing subject, while for him it is a matter of allowing the dilemma of
the speaking subject to reappear. But if he has made it reappear, if he
has described it, it is because he can do so. The linguists have for a long
time now analyzed language as a system with a collective value. The
understanding as a collective totality of rules allowing such and such a knowl-
edge to be produced in a certain period, has hardly been studied until now.
[. . .] Here my aim rejoins, with imperfect methods and in a quite inferior mode,
Mr. Chomsky’s project: accounting for the fact that with a few rules or definite
elements, unknown totalities, never even produced, can be brought to light by

130Gastaldi & Pellissier (2021) carry out the same argument in the context of distributional semantics,
where they explicitly connect the distributional hypothesis to the structuralist paradigm:

As such, a distributional approach is at odds with the generative perspective that dominated
linguistic research during the second half of the 20th century. Indeed, the latter intends to
account for linguistic phenomena by modelling linguistic competence of cognitive agents, the
source of which is thought to reside in an innate grammatical structure. In such a framework,
the analysis of distributional properties in linguistic corpora can only play a marginal role, if
any, for the study of language. [footnote omitted] By referring the properties of linguistic units
to intralinguistic relations, as manifested by the record of collective linguistic performance
in a corpus, the distributional hypothesis imparts a radically different direction to linguistic
research, where the knowledge produced is not so much about cognitive agents than about
the organization of language. It follows that, understood as a hypothesis, distributionalism
constitutes a statement about the nature of language itself, rather than about the capacities
of linguistic agents. (Gastaldi & Pellissier, 2021, p.570)

Note that Scholz et al. (2024), in their typology of linguistic theorizing, incidentally call Chomsky’s ap-
proach “essentialism” as well (see Scholz et al., 2024, §1.3)
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individuals. To resolve this problem, Mr. Chomsky has to reintroduce the
dilemma of the subject in the field of grammatical analysis. To resolve
an analogous problem in the field of history with which I am involved, one has
to do the opposite, in a way: to introduce the point of view of understanding,
of its rules, of its systems, of its transformations of totalities in the game of
individual knowledge.

Chomsky & Foucault (2006, pp.15–19, my emphasis in bold)

However, Chomsky did not bring back any kind of subject: he brought back the cartesian
subject—with its purportedly universal subjectivity and its claim to find in the retreat to
one’s own mind access to both knowledge and truth (Avramides, 2020, p.3)—a cartesian
subject which had actually become the main target of Wittgenstein’s (1953/2009) private
language argument before that:131

PLA [The private language argument] directs itself against the dominant tradi-
tion of Western philosophy, a tradition equally represented by Descartes, Hume,
and Kant. According to this (‘Cartesian’) tradition, public things and qualities
are reducible to subjective experiences, which constitute the ‘rock bottom’ of
knowledge. Moreover, knowledge of other minds is supposed to be gained on
the basis of the ‘argument from analogy’: When I perceive that bodies (con-
structed out of my sense-impressions and) resembling mine behave under similar
circumstances in the same way as my body does, I may infer with a high degree
of probability that these bodies are possessed by minds which think and feel in
ways similar to mine.

Itkonen (2008, p.280)

It is thus not surprising to see introspection and introspective judgment in general have
become such a central methodological instrument within the Chomskyan epistemology.
Neither it is to see it have become the main target of a normalist approach to linguistics
shifting its focus of analysis from the cartesian speaker to the normal speaker if not normal
language entirely (e.g. Edelman & Christiansen, 2003; Wasow & Arnold, 2005; Featherston,
2007; Gibson & Fedorenko, 2010; Gibson et al., 2013). After all, Durkheim (1901/2013)
himself did say that public “things” could not be discovered through introspection alone:

What indeed is a thing? The thing stands in opposition to the idea, just as
what is known from the outside stands in opposition to what is known from the
inside. A thing is any object of knowledge which is not naturally penetrable by
the understanding. It is all that which we cannot conceptualize adequately as
an idea by the simple process of intellectual analysis. It is all that which the
mind cannot understand without going outside itself, proceeding progressively
by way of observation and experimentation from those features which are the

131Chomsky makes his affinities with Descartes clear in his Cartesian Linguistics (Chomsky, 1966/2009).
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most external and the most immediately accessible to those which are the least
visible and the most profound. To treat facts of a certain order as things is
therefore not to place them in this or that category of reality; it is to observe
towards them a certain attitude of mind. It is to embark upon the study
of them by adopting the principle that one is entirely ignorant of what they
are, that their characteristic properties, like the unknown causes upon which
they depend, cannot be discovered by even the most careful form of
introspection.

Durkheim (1901/2013, p.7, my emphasis in bold)

3.4.2.2 Subjectivity is not noise

Take Featherston (2007), for instance, who argues plainly that:

[I]t is no longer tenable for syntactic theories to be constructed on the evidence
of a single person’s judgements, and [. . .] real progress can only be made when
syntacticians begin to think more carefully about the empirical basis of their
work and apply the minimum standards we propose.

Featherston (2007, p.269)

Behind his argument, we find the very influence of metrological realism I introduced in Sec-
tion 3.3.2.3, notably through the assumption that individual measurements/judgments are
intrinsically “noisy”; that variation across individual judgments should thus be smoothed
out by averaging over a large data pool (of informants); and that only this “golden mean”
counts as genuine, “true” and objective data:

Judgements are fundamentally noisy, and show some variability both between
informants and across judging events by the same person. It is likely that the
second variability explains the first to some extent, that is, that a difference
in judgements between two informants is at least partly the result of each
individual’s judgements being subject to random error. But whether or not
this is the case, both these sorts of variability can be evened out, if we obtain
multiple independent judgements. The errors cancel each other out and the
judgements cluster around a mean, which we can take to be the ‘underlying’
value, free of the noise factor. Multiple informants thus deliver more accurate
data.

Featherston (2007, p.284)

Yet, as the response from Den Dikken et al. (2007) clearly shows, the opposition between
humanism and normalism in linguistics with respect to the validity of introspective judg-
ment is not just a methodological dispute. It is an opposition between two approaches to
the language sciences—two epistemologies, in fact—which both rely on two different sets
of presuppositions:
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In every field of scientific inquiry, it is important to have a clear definition of
the object of study and the methodology used to investigate it. For generative
grammarians, from the inception of the framework, the object of study has
primarily been the speaker’s knowledge of his or her native language.

Den Dikken et al. (2007, p.335)

In this case, the opposition translates notably as an opposition between two different
ontologies of language—private in one case, public in the other—which is precisely why
humanism can rely on introspective judgment to uncover the true nature of language:
because for it indeed, language is not a (public) “thing”. But it also translates as a more
fundamental opposition between two antagonist objects of study—the possible in one case,
and the probable in the other:

Universal Grammar is the abstract grammatical system that, by hypothesis,
is innate in the mind/brain of all humans. Every speaker’s grammar is, once
again by hypothesis, a reflection of Universal Grammar, and, as a result, every
speaker’s grammar must meet the requirements imposed by the invariant prin-
ciples and the particular parameter-settings allowed by UG. Given this, relying
on the judgments of individual speakers certainly should not be incompatible
with studying UG. [. . .] UG lives in every individual, and there is in principle
nothing wrong with trying to model the grammar of a single individual as a
way to study its limits and possibilities.

Den Dikken et al. (2007, p.341)

Those antagonist objects of study explain precisely why humanism and normalism adopts
two fundamentally opposing approaches with respect to individual variability and why, for
humanism in particular, individual variability is not noise:

‘Outliers’ should not be cast aside as ‘noise’ as a matter of course. Whenever an
apparent ‘outlier’ presents itself, one should try to ascertain whether it might
be correlated with some other ‘outlier’ from the same informant. What matters,
after all, is what patterns there are in the data. One apparent ‘outlier’ may team
up or correlate with another apparent ‘outlier’ elsewhere, and the correlation
between these ‘outliers’ may be enormously revealing from a theoretical point of
view. But just as one cannot know what ‘a group’ is before one has encountered
it (in the form of judgments that pattern together), one also cannot know in
advance what constitutes ‘noise’.

Den Dikken et al. (2007, p.350)

As far as humanism is concerned indeed, individual variability is not noise insofar as every
linguistic behavior or idiolect in general—singular as it may be—constitutes a possible
manifestation of the language faculty and, as such, provides crucial empirical evidence to
determine its nature and ultimate boundaries. Hence its historical focus on idiolects and
on the methodological individualism that it entails.
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3.4.2.3 From subjectivity to subjectivism

The humanist ontology of language and its corresponding focus on idiolects has been the
object of much confusion from the normalist side, however. As when Featherston (2007),
for instance, typically argues that:

The ‘my idiolect’ definition of the object of study thus buys invulnerability to
questions about its data base at an enormous price. It excludes the possibility
that there is a universal grammar. It limits the applicability of any analysis
to an individual. It is also demonstrably wrong, since studies gathering judge-
ments from groups show unambiguously that judgements of well-formedness
are shared across speakers with only limited systematic variation.

Featherston (2007, p.279)

And that:

The big questions in generative linguistics are those which refer to all speakers,
not just one speaker, and to the whole language, if possible to all languages,
not just to a single lexical string.

Featherston (2007, p.309)

In this particular case, the confusion crystallizes notably around the question of what
constitutes the very nature of that “Universal Grammar”, and as Den Dikken et al. (2007)
importantly clarify:

Universal Grammar in Chomsky’s I-language sense is not the set of Green-
bergian (E-language) universals, that is, the set of surface properties that are
common to sets of languages.

Den Dikken et al. (2007, p.341)

In other words, Universal Grammar is not a characterization of all the features that idiolects
may share at the surface level, but a characterization of all the constraints that they must
satisfy at a deeper level so as to qualify as human languages. Universal Grammar is what
determines the set of possible human idiolects and ultimately constrain their diversity.

Be that as it may, such confusions still capture a fundamental tension behind the
humanist enterprise. Indeed, the fact of the matter is that, despite its methodological
individualism, it still does not abandon the idea of shared language and the idealization of
“language” altogether—the only means of “proceeding rationally”, Chomsky (1979/2007)
even tells us:

Certainly, it is true that no individual speaks a well-defined language. The
notion of language itself is on a very high level of abstraction. In fact, each
individual employs a number of linguistic systems in speaking. How can one
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describe such an amalgam? Linguists have generally, and quite properly, pro-
ceeded in terms of an idealization: Let us assume, they say, the notion of a
homogeneous linguistic community. Even if they don’t admit it, that is what
they do. It is the sole means of proceeding rationally, so it seems to me.
You study ideal systems, then afterwards you can ask yourself in what manner
these ideal systems are represented and interact in real individuals.

Chomsky (1979/2007, p.54, my emphasis in bold)

Therefore, brining back the cartesian subject within the humanist epistemology actually
came at a price: the necessary quantitative marginalization of subjectivity, so that the
introspective judgment of a single speaker could be extrapolated to all speakers in order
to derive a generative grammar of the target (idealized) “language” at hand. Concretely,
speakers of the same linguistic community are all presumed to speak the same language,
share the same linguistic knowledge and produce identical grammaticality judgments:

Knowing the language L is a property of a person H [. . .] for H to know the
language L is for H’s mind/brain to be in a certain state; more narrowly, for
the language faculty, one module of this system, to be in a certain state SL.

[. . .]

The transition from the initial state to the steady state takes place in a de-
terminate fashion, with no conscious attention or choice. The transition is
essentially uniform for individuals in a given speech community de-
spite diverse experience. The state attained is highly articulated and very
rich, providing a specific interpretation for a vast array of sentences lacking
close models in our experience.

[. . .]

[T]he basic problem is that our [linguistic] knowledge is richly articulated and
shared with others from the same speech community, whereas the data
available are much too impoverished to determine it by any general procedure
of induction, generalization, analogy, association, or whatever.

Chomsky (1986, pp.22;51;55, my emphasis in bold)

So if Chomsky did bring back the speaking subject to the field of linguistics, the fact
of the matter is that he did not bring back subjectivity along with it. If anything, he
brought back intersubjectivity, in fact—and a grammatical intersubjectivity, to be more
specific (see Taylor, 1992, pp.66–70, for details)—focusing on what speakers all have in
common rather than on what makes them individually singular. Which explains why,
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in the end, his humanism is not a subjectivism but a “universalism”, which treats the
subjectivity of a single speaker as applicable to all.132

However, the quantitative marginalization of subjectivity within the universalist paradigm
could only last so long, for it soon became clear that grammaticality judgments could not
always be considered identical from one speaker to the next, even among speaker of the
“same linguistic community”:133

What was not realized for many years was the staggering extent of interspeaker
variation on any given set of sentences. It was apparently believed that if one
took a set of sentences and elicited judgments about them from some group
of speakers, these speakers would agree among themselves as to the degrees
of grammaticality of the test sentences. Occasionally, one found asides to the
effect that “one dialect,” or more accurately, “some speakers,” liked (or disliked)
one test sentence more than the rest of the subjects did, but for a long time,
syntacticians were content to proceed on the assumption that this was a rare

132As such, work that undertake to confirm the validity of introspective judgment through normalist
methods applied to populations of speakers (e.g. Sprouse & Almeida, 2012, 2013, 2017; Sprouse et al.,
2013, 2016, 2018) should be taken for what they are: attempts at validating the myth of homogeneity
empirically; thereby legitimizing the quantitative marginalization of subjectivity; and ultimately reinforcing
the foundational assumption of the universality of the cartesian subject.

133This point would have to be nuanced, of course, as I do not mean to imply here that all the experimen-
tal results attesting of a certain systematicity across speakers’ grammaticality judgments are necessarily
wrong. But the question remains: how robust and representative are those results? To what extent are
they not a mere artifact of a biased focus on certain syntactic/linguistic phenomena, or a biased sample of
subjects? (remember here (Mosier, 1941) from Section 3.3.2.6, and all the literature on representativeness
and the generalization crisis in the psychological sciences (e.g. Arnett, 2008; Henrich et al., 2010a,b; Rad
et al., 2018; Forbes et al., 2022)). And more generally, to what extent are they not the product of a
particular epistemological attitude that precisely requires us to focus on systematicity and similarity (of
grammaticality judgments) across speakers, rather than on differences and singularities among them? (re-
member now (Darwin, 1859/2008, pp.37;42) from Section 2.2.4). Subjectivism is primarily a critique of
this particular epistemological attitude, and of the fact that if you posit certain things to be the same, then
you are likely to uncover many similarities or identities among them. But change your presupposition now,
and posit that they are not the same, and chances are you will uncover many differences and singularities
among them. Your epistemology is ultimately the pair of glasses you put on to look at the world: it
conditions what you see, and what you find. Subjectivism is thus basically asking you to change glasses.

Be that as it may, the quote from Ross below raises an important question for linguistic humanism
nonetheless, namely, what should we do with individual differences in grammaticality judgments? To
what extent do they question the robustness of this notion of “homogeneous linguistic community” and the
idealization of language as a whole? Which amount of individual variation among speakers of “English” is
enough to call into question the reasonableness of the approximation it purportedly embodies? And behind
that, to what extent can the project of a generative grammar—or of any idealized “language” grammar for
that matter—prove scientifically productive?

Interestingly enough, the various quotes from (Den Dikken et al., 2007, pp.342;350) above and below
illustrate that the project of universal grammar itself is perfectly compatible with a methodological indi-
vidualism that would embrace the singularity of idiolects at its core—although it does require a certain
reconception of what it means to “generalize” in linguistics. For indeed, the set of latent constraints that
universal grammar purportedly characterizes is derived not only from the grammaticality judgments that
speakers may form on isolated sentences but also from the patterns of judgments they may form depending
on the configurations permitted by their respective idiolects—e.g., from the fact that speaker A may con-
sider sentence X to be grammatical but not sentences Y and Z while for speaker B it will be the opposite,
or yet another configuration. Thus, universal grammar generalizes not only from what speakers have in
common at the surface level but also (and more fundamentally) from what singularizes them.
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phenomenon, and could be disregarded, as a first approximation.

Ross (1979, p.128)

More interesting about Ross’ (1979) argument is the fact that it makes clear what underlies
the quantitative marginalization of subjectivity and the idealization of language:

After all, it may have been felt, since all these subjects are unquestionably
English (Turkish, Mohawk, etc.) speakers, and do not report that they are
speakers of different geographical dialects, they have to accept and reject the
same sets of sentences, don’t they? Otherwise, what could it mean to say
“Those people speak the same language”?

Ross (1979, p.128)

As it illustrates, the assumption of shared language constitutes some sort of ontological
necessity. The fact of the matter is that we need to be able to talk about “shared language”
on way or another, and this necessity precedes and conditions the idealization of language
and the marginalization of subjectivity. And if we need to do so, it is because of the
presupposition of mutual understanding once again. Den Dikken et al. (2007) actually make
that point clear themselves when they mention how the similarity between idiolects unfolds
naturally from the necessity to ensure “perfect mutual intelligibility” between speakers:

Generalizations over a group can only be made if the individuals that constitute
the group share the same linguistic knowledge. Yet there is no a priori reason
to expect each individual belonging to a certain group of speakers to have set
every single parameter in exactly the same way as his/her fellow group mem-
bers. Since we know that all human languages change over time, we are forced
to conclude that different members of the same ‘group’ of language speakers
internalize subtly different grammars. Such grammars are obviously very
close, ensuring perfect mutual intelligibility, but may differ in some fun-
damental ways in their I-language constitutions, thus leading different speakers
to analyze a particular string in different ways, with each particular hypothesis
leading to different analyses of other input strings and, importantly, to different
output utterances regulated by the parameters in question.

Den Dikken et al. (2007, p.342, my emphasis in bold)

This may seem paradoxical for a paradigm that, overall, focuses more on the characteri-
zation of shared grammatical structure rather than the shared understanding of linguistic
expression (see Taylor, 1992, p.68, for details) and yet even there, as we can see, the pre-
supposition of mutual understanding remains—pervading every aspect of the theory and
conditioning some of its critical assumptions, in turn. As if we could not escape it.

Hence comes subjectivism, with its intention to put an end to the historical marginal-
ization of subjectivity—in linguistics and beyond—and why, to do so, it must therefore
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get rid of the presupposition of mutual understanding altogether. Subjectivism provides
an alternative to the standard humanist approach to linguistics that is neither essentialist,
nor universalist, but that remains humanist nonetheless insofar as it commits to a science
of human nature rather than normal people—even if it conceives this human nature more
as a shared ancestry than a shared essence in the end, in line with Darwinian biology and
its phylogenetic conception of species.

Not being a universalism means that subjectivism abandons the prospect of a gener-
ative grammar, which disappears in any case alongside the myth of homogeneity and the
necessity to idealize a shared language, all deriving from the presupposition of mutual
understanding. In subjectivism in the end, there are no “languages” beyond idiolects.

Not being an essentialism, it may have to abandon the prospect of a universal grammar
as well, though that is not so obvious and does not mean having to throw away the
entire contribution of essentialism in any case. Embracing the singularity of linguistic
experience and linguistic knowledge remains very much compatible with the methodological
individualism that the investigation of Universal Grammar fundamentally requires, though
it may lead to an extension or a refactoring of the notion of “generalization” in linguistics
once again. Not being an essentialism, however, subjectivism does not posit that this
generalization necessarily converges to a single set of constraints, necessarily shared across
all human beings. It may as well converge to a scattered set of structures, all singular to
each individual, and which only share but a family resemblance with one another across
different human beings.134

A whole new set of new experiences, of new phenomena, and of new theorizing thus
opens up to us at once the moment we accept to abandon the presupposition of mutual
understanding. I say it’s time we let it go.

134It may seem paradoxical to argue here that subjectivism is not an essentialism, given that in Chapter 2
I argued that to have a human mind is to be equipped with a common set of primitives and a single shared
compositional operator (see p.55). Note however, that for Subjective Coordination Theory those decisions
merely correspond to convenient modeling choices and play no particular role in the theory otherwise.
More specifically, they do not constitute specific targets of inquiry for the theory and merely corresponds
to methodological decisions which purpose is to simplify the computational model overall. That is, the
purpose of Subjective Coordination Theory is not to determine the nature of those “primitives” or of
the compositional operator. Compare that with a linguistic essentialism which purpose is precisely to
determine the nature of a language faculty and of a universal grammar purportedly shared by all human
beings by virtue of them being human.
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Conclusion

This thesis started with an opposition—language against communication—and concludes
that this opposition is ultimately a matter of subjectivity. It is a matter of subjectivity first
in the sense that theorizing about language and communication always requires theorizing
about subjectivity one way or another as it requires, in particular, arbitrating on the role
subjectivity is presumed to play in the overall interpretation process and whether it should
be considered central or marginal to the characterization of language and communication
as a whole. But it is also a matter of subjectivity next in the sense that theorizing about
language and communication always requires arbitrating among various sets of axioms
and presuppositions and depends as such on your subjectivity as a researcher and on your
personal affinities with particular systems of thoughts. Among those presuppositions, as
we have seen, is the crucial presupposition of mutual understanding that underlies most if
not all of our theories of language and communication today and which conditions the very
epistemological attitude we adopt towards subjectivity. I personally stand on the side of
those who would like to let it go.

The main contribution of this thesis is to put subjectivity back at the center of our
theories of language and communication. It stands in the long tradition of research which
attempts to open up new problems by questioning the fundamental assumptions and pre-
suppositions of the old ones. As such, this thesis does not try so much to settle on the
question of the communicative function of language, for instance, than to interrogate the
terms of the debate and question the very nature of the problem—asking notably which
communication it is that we are talking about in the first place, and whether that is the
intersubjective/objective or the subjective coordination of minds.

Subjectivity—conceived in its most general sense as the singularity of every being—is
thus what fundamentally binds the three chapters of this thesis together. But if I have
chosen to employ the term “subjectivity” rather than “singularity” or “individual variability”
throughout this thesis, it has been for a specific reason: to make more salient its critical
opposition with the concept of objectivity that is latently present all along. The necessity

213



Conclusion

of mutual understanding can indeed be said to derive from the necessity of objectivity in
some sense, a necessity which is itself threefold:135

1. epistemological, for how could we possibly do science together if our reflections were
not grounded in a shared reality?

2. political, for how could we possibly act together if we all lived in incommensurable
worlds? and, above all;

3. metaphysical, for how could we not all live in the same sensible and perceivable world
in the first place?

The first epistemological necessity is the one I attempted to address through my “flat
Earth” example at the end of Chapter 1. My point there was to show that subjectivity
need not be seen as a problem for the practice of science, and that coordinating our sub-
jectivities towards the determination of a shared reality does not necessarily require that
we order them and consider that some are always more correct, valid, or accurate than
others. My point was also to show that we need not oppose our subjective and sometimes
contradictory experiences of the world and that we can often reconcile them all within a
single theory by asking simply what it is exactly that we have the intuition of. Such con-
siderations proved crucial in Chapter 2 to accommodate our intuitions of communication
success within Subjective Coordination Theory, which showed that they could very well be
accommodated for if recast as intuitions of interaction smoothness rather than intuitions of
mutual understanding. They also proved crucial in Chapter 3 to move beyond the apparent
unreliability of human judgment as to what constitutes human behavior in Turing tests,
which was made possible by recasting judges’ intuitions of human behavior as intuitions
of normal/familiar human behavior.

The second political necessity is the one I attempted to address in Chapter 2 through
the reference to Graeber (2009) and his ethnography of the Direct Action Movement. My
point there was to show that subjectivity need not be seen as an obstacle to action, as we
actually have at our disposable many concrete examples of communities of human beings
which structure their democratic practices around subjectivity and the incommensurability
of experiences and perspectives and which do not posit that we must necessarily constitute
a homogeneous whole (in ideal or in practice) to form community and act together. So
even if we never truly understand each other in the end, that should not prevent us from
doing things together in any case.136

135I am indebted to Adèle Payet for this formalization of the problem.
136Note, once again, that my point in this thesis is not to settle on whether we understand one another

but on why we need to presume that we do so in order to account for our intuitions about language and
communication. So what I am implying here is merely that my approach would be compatible with a
radical take on language and communication that would posit that we never do understand one another
in the end—and in fact, I have often been tempted myself to introduce my thesis as such to make matters
clearer or more provocative (see below). However, ultimately, its claim is slightly more nuanced. It merely
claims that whether we do understand each other or not in practice should not matter, and that we should
not have to presume that we do in order to theorize about language and communication.
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The last metaphysical necessity, however, is a more delicate matter. It would be an
understatement to say that my suggesting we abandon the presupposition of mutual un-
derstanding has not always been met with great enthusiasm. A couple of years ago, for
instance, I was trying to explain my thesis to my friend Jul and came up with the following:
“Basically, I think I am trying to show that people do not really understand each another
when they talk”. Their reply was immediate, almost instinctive: “How awful!!!”. To this
instinct of mutual understanding, I can only oppose but my personal experience of calling
into question its presupposition. Putting myself in an attitude where I never presume
that others necessarily understand me, that we may never share similar views, concepts,
meaning or even any form of common ground whatsoever has, I must say, dramatically im-
proved the quality of my relationships. My human relationships have never been so deep,
so empowering and so less conflictual indeed than ever since I started presuming that
agreement between myself and others could only be but ad hoc, superficial and temporary
at best, and remained in any case but an appearance of agreement which needed to be con-
stantly renegotiated through the confrontation of our subjectivities and the explicitation
of their idiosyncracies—a process which, in itself, requires the fundamental acceptance of
our intrinsic singularities to begin with.

At the same time, I also experienced that my ideas were best welcomed by those
who, around me, never felt that they could properly understand others and never felt
properly understood, in turn. Among them, I found there to be many of my friends who
often felt that their subjectivities had little to no place in this world, and who were often
sanctioned for merely deviating from the norm. It became clearer and clearer to me that
mutual understanding was intrinsically tied to normative considerations and to normative
expectations that some would always satisfy better than others, and that would invariably
sanction us when we did not satisfy them—“you ought to have understood what I meant,
shame on you if you did not”. With this thesis, I hope to contribute to a science of language
and communication better able to accommodate their subjectivities, and to a science of
human being as a whole better able to make room for everyone, themselves included. My
thesis is dedicated to them all.
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Appendix A. ChatGPT

A.1 ChatGPT and the Robinson experiment

Figure A.1: Replication of the Robinson experiment of (Bender & Koller, 2020) with
ChatGPT v3.5, accessed August 23 2023. [1/2]
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A.1. ChatGPT and the Robinson experiment

Figure A.2: Replication of the Robinson experiment of (Bender & Koller, 2020) with
ChatGPT v3.5, accessed August 23 2023. [2/2]
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Appendix A. ChatGPT

A.2 ChatGPT and the lexicon

A.2.1 Gobbledygook

Figure A.3: Definition of “gobbledygook” provided by ChatGPT v3.5, accessed March 10
2024.

Figure A.4: Definition of “gobbledygook” provided by the Merriam–Webster online dictio-
nary, accessed March 10 2024.
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A.2. ChatGPT and the lexicon

A.2.2 Ulotrichous

Figure A.5: Definition of “ulotrichous” provided by ChatGPT v3.5, accessed March 10
2024.

Figure A.6: Definition of “ulotrichous” provided by the Merriam–Webster online dictionary,
accessed March 10 2024.
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Appendix A. ChatGPT

A.2.3 Kakorrhaphiophobia

Figure A.7: Definition of “kakorrhaphiophobia” provided by ChatGPT v3.5, accessed
March 10 2024.

Figure A.8: Definition of “kakorrhaphiophobia” provided by the Merriam–Webster online
dictionary, accessed March 10 2024.
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A.3. ChatGPT and spelling

A.3 ChatGPT and spelling

Figure A.9: Replication of the Robinson experiment of (Bender & Koller, 2020) with
ChatGPT v3.5, accessed March 10 2024, but with the explicit instruction to use imperfect
spelling.
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Appendix A. ChatGPT

Figure A.10: Instruction given to ChatGPT v3.5 to rewrite the output it provided as a
response to the Robinson replication experiment in Figure A.1 and Figure A.2 by adding
spelling mistakes. [1/2]
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A.3. ChatGPT and spelling

Figure A.11: Instruction given to ChatGPT v3.5 to rewrite the output it provided as a
response to the Robinson replication experiment in Figure A.1 and Figure A.2 by adding
spelling mistakes. [2/2]
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Appendix A. ChatGPT

Figure A.12: Response from ChatGPT v3.5, accessed March 10 2024, to the instruction
provided in Figure A.10 and Figure A.11. [1/2]
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A.3. ChatGPT and spelling

Figure A.13: Response from ChatGPT v3.5, accessed March 10 2024, to the instruction
provided in Figure A.10 and Figure A.11. [2/2]
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